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An embedding is a numerical map of a piece of 
information (text, documents, images, audio…)

The representation captures the semantic 
meaning of what is being embedded, making it 
robust for many applications.

The process of embedding typically involves 
translating high-dimensional information into 
low-dimensional data. 

1. Data Collection and Preprocessing

2. Model Training

3. Evaluation and Optimization

4. Application



2. Information 
Transmission

3. Meaning 
Comprehension1. Idea Creation

Sender Receiver
-Inputs
-Words
-Grammars
-Semantics
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“Hello, World!”

Computational 
Power



Morse code: a simple and somewhat 
primitive form of embedding

Library catalog: a catalog system 
transforms the collection of books into a 
structured format that can be easily 
searched and utilized.



One-Hot Encoding: Each word in a corpus is 
represented as a unique single-layer binary 
vector (bit array) in an n-dimensional space, 
where n is the number of unique words in the 
corpus. Each word is represented by a vector that 
has a '1' in the position corresponding to that 
word and '0's elsewhere

1. “pension funds invest in us”
2. “pension funds and mutual funds invest in them” 

[pension, and, mutual, funds, invest, in, us, them]
1st [1, 0, 0, 1, 1, 1, 1, 0]
2nd [1, 1, 1, 2, 1, 1, 0, 1]

pension, mutual, bank, & pension and mutual  

pension [1, 0, 0, 0]
mutual [0, 1, 0, 0]
bank [0, 0, 1, 0]
pension and mutual [0, 0, 0, 1]
pension and mutual [1, 1, 0, 0] 

Count Vectorization: Each document in a 
corpus is represented as a single-layer non-
binary vector in an n-dimensional space, where n 
is the number of unique words in the entire 
corpus. Each element in the vector is a count of 
the occurrences of the corresponding word in the 
document. This is also commonly referred to as 
Bag of Words (BoW), especially when it focuses 
on only the presence of the word, rather than the 
count.



1. “pension funds invest in us”
2. “pension funds and mutual funds invest in them” 

[pension funds, mutual funds, invest in us]
1st [1, 0, 1]
2nd [1, 1, 0]

1. “pension funds invest in us”
2. “pension funds and mutual funds invest in them” 

[pension, and, mutual, funds, invest, in, us, them]
1st [0, 0, 0, 0, 0, 0, 0.1, 0]
2nd [0, 0.1, 0.1, 0, 0, 0, 0, 0.1]

N-grams: This method creates sequences of 'n' 
items from a given sample of text or speech. In 
the context of natural language processing, an n-
gram is a contiguous sequence of n items from a 
given sample of text or speech. The 'items' in this 
case are usually words, but could also be 
characters, syllables, or other units depending on 
the application.

TF-IDF (Term Frequency-Inverse Document 
Frequency): This method adjusts the count 
vectorization by accounting for words that are 
common across all documents. The TF-IDF score 
for each word in each document is calculated.



• Simple Statistical Embeddings

• One-hot encoding 
• Bag-of-Words
• Count Vectorization
• N-grams
• TF-IDF

Basic Text Analyses

• Information extraction
• Semantic Similarity 
• Text Matching
• Sentiment Capturing





Model
Architecture 

Computational 
Intensity

Result
Interpretability

Context 
Understanding

Semantic 
Capturing

Generation
Predictivity

Task 
Versatility

Word2Vec Two-layer
NN Low High Low Medium Low Low

GloVe Weighted-2LS Low High Low Medium Low Low

ELMo Two-layer 
LSTM Medium Medium Medium Medium Medium Medium

BERT
Multiple 

transformer 
layers (110m)

Medium to 
High Low High High Medium High

GPT
Multiple 

transformer 
layers(175b)

Medium to 
High Low Medium High High High



Simple Statistical Embeddings

• One-hot encoding 
• Bag-of-Words
• Count Vectorization
• N-grams
• TF-IDF

Basic Text Analyses

• Information extraction
• Semantic Similarity 
• Text Matching
• Sentiment Capturing



Neural network-based Embeddings

• Word2Vec
• GloVe
• ELMo
• BERT
• GPT

Advanced Text Analyses

• Information extraction
• Semantic Similarity 
• Text Matching
• Sentiment Capturing


…and more!

• Coreference Resolution
• Part of Speech Tagging
• Question Answering
• Text Generation





TF-IDF



Word2Vec



BERT

Fine-tuning 
(over 110m parameters) 

or 

Feature-extraction?



BERT

Word-output (768, )

Sentence-output (768, )



• Tie with the Theory (Task)

• Tie with the Data

• Search Similar Tasks

• Trial and Error 

• Record and Replicate



Simple embedding techniques:
Reid, S. W., McKenny, A. F., & Short, J. C. (2023). Synthesizing best practices for conducting dictionary-based computerized 
text analysis research. In Methods to Improve Our Field (Vol. 14, pp. 43-78). Emerald Publishing Limited.

Harrison, J. S., Josefy, M. A., Kalm, M., & Krause, R. (2023). Using supervised machine learning to scale human‐coded data: 
A method and dataset in the board leadership context. Strategic Management Journal, 44(7), 1780-1802.

Machine learning-based language model:
Harrison, J. S., Thurgood, G. R., Boivie, S., & Pfarrer, M. D. (2019). Measuring CEO personality: Developing, validating, and 
testing a linguistic tool. Strategic Management Journal, 40(8), 1316-1330.

Guo, W., Sengul, M., & Yu, T. (2021). The impact of executive verbal communication on the convergence of investors’ 
opinions. Academy of Management Journal, 64(6), 1763-1792.

Transformer-based language model:
Miric, M., Jia, N., & Huang, K. G. (2023). Using supervised machine learning for large‐scale classification in management 
research: The case for identifying artificial intelligence patents. Strategic Management Journal, 44(2), 491-519.

Carlson, N. A. (2023). Differentiation in microenterprises. Strategic Management Journal, 44(5), 1141-1167.



Thank you!

Questions?

Embeddings

rsong@lsu.edu
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