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What would the response be…?

I love you…

I like you…
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Words have both meaning and weight

• “I love you”

• “Dammit Janet”

• “We are an innovative 
company”

• “I like you”

• “Gosh Janet”

• “We are a software 
company”



4

Review of management CATA research

q Journals
– 12 usual suspects (AMJ, ASQ, JAP…)

q Years
– 2000-2018

q Search criteria (18)
– Technique (“CATA”, “computerized text”, “computer-aided text”…)
– Tools (“LIWC”, “Diction”, “CAT Scanner”…)
– Process (“dictionary”, “word list”, “word count”…)
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Review of management CATA research

q Initial sample: 167
q Use dictionary-based coding: 124 (74%)

q Report that weights were used… 4 (2%)
q Produce their own weights… 2 (1%)
q Document how weights were determined… 1 (0.6%)

Note: Just for dictionary-based CATA research, but I suspect a broader search 
of management content analysis research would yield similar numbers.
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Current state of the literature

q Uniform term weighting
– All words count equally
– …but should they?

q Why?
– Institutionalized
– Easy/convenient
– How to weight?
– Theory should drive methods
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So how do we weight? 
(Manual)

q Can end up a lot like a survey

q Semantic differential: How socially oriented is the author of this text?
Prosocial |_____|_____|_____|____|_____|_____| Antisocial

q Likert scale: The author of this text is socially oriented.
Strongly agree | Agree | Don’t Know | Disagree | Strongly Disagree
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So how do we weight? 
(Dictionary-based CATA: Individual words)

q Unclear… so let’s look at options

q Term Frequency-Inverse Document Frequency (TF-IDF)
– Commonly used in Information Retrieval (e.g., Google search)
– Words discriminate best when they:

• Are used frequently in some texts (term frequency)
• Are not used in all texts (inverse document frequency)

q The challenge:
– Penalizes common-but-relevant words (“optimistic” vs “panglossian”)
– Isn’t concerned with *polarity* (“like” vs “love”)
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So how do we weight? 
(Dictionary-based CATA: Individual words)

Uses a Bayesian algorithm to assign each word a value from 0-100
Kovács et al (2013) – AllOurIdeas.org
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So how do we weight? 
(Dictionary-based CATA: Individual words)
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So how do we weight? 
(Dictionary-based CATA: Entire dictionaries)

Uses Machine Learning to assign weights to Dictionary results
Malhotra et al (2018) citing Mairesse et al (2007)
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Project In-Progress 
(Alphabetical)

Jason Kiley Tim Michaelis Clay Posey
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Project In-Progress

q Comparison of term weighting approaches

q Existing approaches
– Unweighted
– TF-IDF
– AllOurIdeas.org

q New approaches
– Machine Learning
– Item Response Theory
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Machine Learning
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Item Response Theory: Discrimination

Your “true” score 
(e.g., positive affect)

Probability of 
using a word
(e.g., “love”)
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Item Response Theory: Difficulty

Your “true” score 
(e.g., positive affect)

Probability of 
using a word
(e.g., “love”)
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Questions?


