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The goal of computer-aided text 
analysis is to replicate human ratings



Word-based analyses, commonly 
called “dictionaries,” can be very 

useful proxies for measuring 
constructs  

https://www.liwc.app/static/documents/LIWC-22%20Manual%20-%20Development%20and%20Psychometrics.pdf

• Reputation
• Celebrity
• Sentiment
• Regulatory focus
• Temporal focus
• Implicit motives (achievement, power, affiliation)
• Agentic vs. communal
• Cognitive complexity
• Strategic attention
• Concreteness/construal



Machine learning techniques move away from the 
need to validate dictionaries as input

https://www.liwc.app/static/documents/LIWC-22%20Manual%20-%20Development%20and%20Psychometrics.pdf

1. Word vectors
2. Training
3. Testing
4. Validity checks







Presenter Notes
Presentation Notes
Training and evaluation of the model were done on the FakeNewsNet dataset which contains two sub-datasets, PolitiFact and GossipCop. A comparison of the model with base classification models has been done. A vanilla BERT model has also been trained on the dataset under similar constraints as the proposed model has to evaluate the impact same using an LSTM layer. The results obtained showed a 2.50% and 1.10% increase in accuracy on PolitiFact and GossipCop datasets respectively over the vanilla pre-trained BERT model.



Presenter Notes
Presentation Notes
As an attempt to extend prior findings from Tanana et al. (2016), we compared their previous sentiment model with a common dictionary-based psychotherapy model, LIWC, and a new NLP model, BERT. We used the human ratings from a database of 97,497 utterances from psychotherapy to train the BERT model. Our findings revealed that the unigram sentiment model (kappa = 0.31) outperformed LIWC (kappa = 0.25), and ultimately BERT outperformed both models (kappa = 0.48)



Input Reliance on context

Validated dictionaries High

Labeled training and testing 
data High

Labeled training and testing 
data Low
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Returning to this chart...



Administrative items

16

• Individual project workdays on 10/2 or 10/16 (no lectures).
• If you need help, sign up for a time slot here: https://calendly.com/faiqbal/15min

• Merck & Co. case discussion on 10/9.
• Deliverable #3 (interview recordings + transcripts) are due by 10/20.

• We are going to chat about the project for a decent chunk of time on Monday (9/25).
• Be on the look out for emails asking for resubmissions, clarifications, and providing 

feedback. Please read/respond to those emails in a timely manner.

Making theoretical contributions using 
content analysis is hard

https://calendly.com/faiqbal/15min


Thinking theoretically as authors and future reviewers*:

* regarding publishing in top tier management journals using content analysis to measure constructs

1. Understand the assumptions underlying your data source.
1. Why is it appropriate to use media coverage to measure firm reputation?
2. Why is it appropriate to measure public sentiment using Twitter?
3. Why is it appropriate to measure employee perceptions using Glassdoor?

2. Use the simplest method possible for capturing your construct.
1. Consider two options for sourcing what people think about the DOJ blocking JetBlue and Spirit’s merger:

1. Hiring 1,000 MTurkers who represent America’s population to respond to a survey and write 200 words on it.
2. Scraping all tweets about the DOJ’s action.

2. Complex methods shrink editors’ reviewer pool, such that:
1. You may not get a reviewer that knows your method.
2. You might get a review that knows your method better than you do...and wants to prove it.

3. Aim for harmony between scale and error.
1. Computer-aided content analysis is unlikely to ever be “perfect.” Having errors does not mean, however, that we 

should throw away its primary benefit—scalability and reliability.
1. Computers replace millions of human raters.
2. Computers do not get fatigued or distracted.

2. Errors may not always bias your coefficients enough to alter the results.
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