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Abstract: Previous research has stressed the philosophical, strategic, and taxonomical differences among 
the procedures of interactive multiple objective programming.  In this paper,  however, we pursue a 
completely different tack by examining the all but overlooked implementat ion similarities of the 
interactive procedures.  In doing so, the paper  demonstrates  how the preponderance of interactive 
procedures can be made to fit a single algorithmic outline. Then, by introducing the concept of the 
unified sampling program, and using only a modest  inventory of component  subroutines, it is shown how 
these procedures can be unified into a single algorithmic product. In addition, the unified approach of 
this paper  supports procedure-switching, thus enabling a user to start with one procedure and switch to 
other procedures during the interactive process if so desired. A unified algorithm embracing STEM, the 
G e o f f r i o n - D y e r - F e i n b e r g  procedure,  interactive goal programming,  Wierzbicki's Aspiration Criterion 
Vector method,  and five other  prominent  procedures is used to illustrate the degree to which the 
procedures of interactive multiple objective programming can be folded into one another  when pursuing 
the unified strategy. 

Keywords: Multiple criteria decision making; Multiple criterion optimization; Interactive multiple objec- 
tive programming; Interactive procedures  

I. Introduction 

Numerous  interactive procedures have been 
developed for solving the multiple objective pro- 

Correspondence to: Prof. R.E. Steuer, Department of Manage- 
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versity of Georgia, Athens, GA 30602, USA. 

gramming problem 

max { f , ( x )=z l }  

max { fk(x)=zk}  
s.t. X ~ S, 

in which the fi are bounded over S and the DM's  
(decision maker ' s )  utility function U : R ~ --* R is 
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coordinatewise increasing ('more is always better 
than less of each criterion'). These procedures 
include [2,6,8-10,12-15,17,18,20,21,23-25,27,30- 
38,40,45,47,48,50,53,55,57,58]. While this list is 
long, the consensus is that a range of interactive 
procedures is necessary because the most appro- 
priate one to use is often application and user 
decision-making style dependent. Aksoy [1] pro- 
vides a recent bibliography on interactive multi- 
ple objective programming, and recent reviews of 
interactive multiple objective programming are 
found in Galas, Nykowski and Zolkiewski [16, 
Section 4.5], Vincke [49, Chapter 6], Zionts [56], 
and Shin and Ravindran [39]. 

Whereas previous research has stressed the 
philosophical, strategic, and taxonomical differ- 
ences among the procedures of interactive multi- 
pie objective programming, the purpose of this 
paper is to exploit the all but overlooked imple- 
mentation similarities of the procedures so as to 
construct a unified algorithm out of which can fall 
as special cases most of the prominent proce- 
dures of interactive multiple objective program- 
ming. This paper represents the culmination of 
unifying ideas which the authors have presented 
at professional meetings since the mid-1980s (e.g., 
Steuer and Gardiner [46]). 

It is possible to build such a unified algorithm 
because virtually all of the procedures of interac- 
tive multiple objective programming more or less 
follow the same general algorithmic outline. As 
portrayed in Figure 1, the general algorithmic 
outline includes 

(1) the setting of controlling parameters (e.g., 
weights, multipliers, criterion value lower bounds, 
aspiration criterion vectors) for the first iteration; 

(2) the optimization of one or more mathemat- 
ical programming problems (called sampling pro- 
grams); 

(3) the examination of the criterion vector re- 
sults; and 

(4) the resetting of controlling parameters for 
the next iteration. 

Another observation is that the sampling pro- 
grams of most of the procedures can be viewed as 
special cases of a more general formulation, called 
a unified sampling program. Using the unified 
sampling program in Step (2) of the general algo- 
rithmic outline, a unified algorithm is proposed. 
To demonstrate how a spectrum of interactive 
multiple objective programming procedures can 

Set controlling parameters 
for the first iteration 

J 

Solve sampling I 
program(s) 

I 
I Examine criterion I 

vector results @Y 
Reset controlling parameters 

for the next terat on 

I 
Figure 1. General algorithmic outline 

be included, this paper shows how the following 
nine well-known interactive procedures can be 
incorporated into the unified algorithm. 

1. ECON: e-Constraint Method (see for exam- 
ple, Chankong and Haimes [7, Section 6.4]). 

2. STEM: Benayoun, de Montgolfier, Tergny 
and Larichev [2]. 

3. GDF: Geoffrion-Dyer-Feinberg Procedure 
[171. 

4. IGP: Interactive Goal Programming (see for 
example, Dyer [10]; Franz and Lee [14]; Spronk 
[411). 

5. WIERZ: Aspiration Criterion Vector Meth- 
od (see Wierzbicki [52-54]; Lewandowski and 
Grauer [26]; Lewandowski and Wierzbicki [28]). 

6. TCH: Tchebycheff Procedure: Augmented 
and Lexicographic Versions (Steuer and Choo 
[45]; updated descriptions in Steuer [43]). 

7. SATIS: Satisficing Tradeoff Method (Naka- 
yama and Sawaragi [35]; updated description in 
Nakayama [34]). 

8. VIA: Visual Interactive Approach (Korho- 
nen and Laakso [21,22]). 

9. RACE: Pareto Race (Korhonen and Walle- 
nius [23]). 

With ECON and STEM being reduced feasible 
region methods; TCH being a reduced weighting 



L .R .  Gardiner ,  R .E .  S t e u e r  / M u l t i p l e  ob jec t i ve  p r o g r a m m i n g  393 

vector space method; GDF,  VIA and R A C E  be- 
ing line search methods; and IGP,  W I E R Z  and 
SATIS being reference point methods, these pro- 
cedures are representative of the diversity of pro- 
cedures that can be included. While most of the 
other procedures of interactive multiple objective 
programming could be similarly incorporated, 
there are a few procedures that we are not rec- 
ommending at the present  time for inclusion in 
the unified algorithm because of special require- 
ments. One is the Zionts-Wal lenius  Procedure 
[57,58] because of the way efficient nonbasic vari- 
ables are identified. Another  is the procedure of 
Marcotte and Soland [32] because of its branch 
and bound intricacies. 

In addition to including multiple procedures 
under one umbrella, the unified algorithm sup- 
ports procedure-switching. That  is, a user may 
switch from one procedure to another,  one itera- 
tion to the next, custom-tailoring the search pro- 
cess. For example, T C H  might be used as a 
starfinder in the beginning iterations to locate a 
promising area of search, R A C E  might be used in 
the middle iterations to explore the promising 
area of search, and W I E R Z  might be used in the 
ending iterations to pinpoint a final solution. 
Comparat ive studies of interactive multiple objec- 
tive programming procedures (Brockhoff [4]; 
Buchanan and Daellenbach [5]) indicate that hy- 
brid approaches are attractive to decision makers. 

The remainder  of the paper  is organized as 
follows. Section 2 presents the small amount  of 
background material  required to make the uni- 
fied approach self-contained. Section 3 specifies 
the unified algorithm and demonstrates  the small 
inventory of subroutine building blocks required 
to fuel the unified procedure.  Section 4 presents 
the unified sampling program and discusses the 
robustness of its customizations. Sections 5, 6, 7 
and 8 show how the nine prominent  interactive 
procedures listed above can be included in the 
unified algorithm. Section 9 contains concluding 
remarks. 

2. Background concepts 

max {f~(x) = z~} 

max { f k ( X ) = Z k }  

s.t. x • S  

the z i are criterion values and S is the feasible 
region in decision space. Let Z c R k be the feasi- 
ble region in criterion space where z • Z if and 
only if there exists an x • S such that  
( f l ( x )  . . . . .  f k (X) )=Z .  Let K = { 1  . . . . .  k}. Crite- 
rion vector ~ • Z is nondominated if and only if 
there does not exist another  z • Z  such that 
zi >_~ for all i • K and z~ >,2, for at least one 
i • K. And criterion vector Y. • Z is weakly-non- 
dominated if and only if there does not exist 
another  z • Z such that z i > ~i for all i • K. The 
set of all nondominated criterion vectors is desig- 
nated N and is called the nondominated set. The 
set of weakly nondominated criterion vectors is 
designated N w and is called the weakly-non- 
dominated set. If z ° • Z  maximizes the DM's 
utility function U over Z, z ° is an optimal crite- 
rion vector. Our interest in the nondominated set 
N stems from the fact that when U is coordinate- 
wise increasing, z ° •  N. We are sometimes inter- 
ested in N *  D N  because NW, when different 
from N, is usually only slightly larger (see Steuer 
[42, Section 9.4]). In this paper  we will also make 
reference to the following: 

A payoff table is of the form 

Z 1 Z 2 Z k 

Z I 

Z 2 

Z k 

z? 
Z21 

Zkl  

ZI2 
z~ 

Zk 2 

ZIk 

Z2k 

where the rows are criterion vectors resulting 
from individually maximizing the objectives. The 
maximal values z* along the main diagonal of 
the payoff table form the z* • R k reference crite- 
rion vector. The components  of a z ** • R k refer- 
ence criterion vector are given by 

Characterizing the modest  mathematical  back- 
ground necessary for driving the unified ap- 
proach, we have the following concepts and ter- 
minology. In the multiple objective program 

where the s i are moderately small positive values 
(see Steuer [42, pp. 420-423]). 
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Let multiplier space be z * *  in the direction 

A = (A ~ R~I Ai ~ (0, 1), E a i  = 1}. 
i~K 

(1 
~ 1  ' ° ° ° '  ° 

Among the mathematical  programming problems 
employed by the interactive procedures in Step 
(2) of the general algorithmic outline for probing 
the nondominated set are the weighted-sums sam- 
piing program 

max {A'z} 

s.t. f i (x)=zi ,  i ~ g ,  

x ~ S ,  

z ~ R ~ unrestricted, 

the lexicographic Tchebycheff sampling program 

l exmin  { a, -- i~KZi} 

s . t .  oL>_~Ai(Z2*--zi), i~K,  

f i (x)=zi ,  i~K,  

x E S ,  

0 < a ~ R, z ~ R k unrestricted, 

and the augmented Tchebycheff sampling pro- 
gram 

min (o  y/i} 
s . t .  ol>__Ai(zi** -z i ) ,  i~K,  

f i (x)=zi ,  i~K,  

x E S ,  

0 < a ~ R,  z ~ R k unrestricted, 

in which, when not zero, p is a small positive 
scalar and A = (A 1 . . . .  , Ak). Without loss of  gen- 
erality, A is usually a member  of A, but is some- 
times a member  of A = {A ~ R k [ A i > 0}. 

To explain how the lexicographic and aug- 
mented Tchebycheff  sampling programs generate 
nondominated criterion vectors, let A ~ A. Con- 
sider the unbounded line segment emanating from 

Now imagine the closest intersecting (translated) 
nonnegative orthant (CITNO) associated with 

A. This is the nonnegative orthant of R k whose 
origin has been translated to a point on the 
unbounded line segment closest to z ** such that 
the translated nonnegative orthant still intersects 
Z. Visualizing the lexicographic Tchebycheff  sam- 
pling program, a criterion vector solution to the 
first optimization stage is a point in Z on the 
CITNO. Among the points in Z on the CITNO,  
at least one is nondominated.  If  there is only one 
point ~, in Z on the CITNO,  we are done. If  not, 
the second optimization stage is invoked in order 
to terminate with a point ~, in Z on the CITNO 
that is also closest to z * *  according to the L 1 
metric. In this way, the criterion vector 2 ~ N  
generated by the lexicographic Tchebycheff sam- 
piing program depends upon A ~ A. 

Although ~, may not be at the vertex of the 
C I T N O  associated with A, ~, will be at the vertex 
of the CITNO associated with A ~ A where 

Ai = (Z~* --Zi) j (Z~* --Zj) 

When S, < z** ,  a A ~ A that satisfies the above 
relationship is said to be the T-vertex A-vector 
defined by z * *  and ~. 

The augmented Tchebycheff  sampling pro- 
gram is designed to simulate the lexicographic 
Tchebycheff  sampling program. Because the tie- 
breaking feature of the second optimization stage 
of the lexicographic Tchebycheff program is in- 
corporated into the objective function of the aug- 
mented Tchebycheff program as a perturbat ion 
term, sometimes slightly different criterion vec- 
tors are generated for the same A-vector. Never- 
theless, as long as p > 0, the criterion vector 
generated is nondominated. 

In TCH, in particular, the A-vectors in the 
sampling programs come from interval defined 
subsets 

i~K 



L.R. Gardiner, R.E. Steuer / Multiple objective programming 395 

of multiplier space A where h is the iteration 
number; 

u T ' -  t?> = +,7>- t} '> 

for all i 4= j; and 

(I~ h),/i~ h)) c (0, 1) 

for all i ~ K .  Let A ~ A  and ~(h) ~ (0,1] be a A 
size factor. Then, using the routine of Liou [29], 
an interval defined subset A (h) centered about 
can be created such that A (h) is ~7 (h) of the size of 
A. This is accomplished by computing the half- 
width r associated with A and ~7 (h~ in order to 
define the intervals 

( 0 , 2 r )  i f A i - r _ < 0 ,  

(l}m, ~ m ) =  / ( 1 - 2 r ,  1 ) if A i + r >  1, 

[ (Ai -r ,  Ai +r) otherwise. 

Note that throughout the paper we will be using 
the convention that superscripts contained in 
parentheses indicate iteration numbers. In order 
to obtain small sets of A-vectors well-spaced over 
A (h), w e  use the LAMBDA code from ADBASE 
(Steuer [44]) to generate an overabundance of 
points uniformly distributed over A (h). Then the 
first point outside the neighborhood heuristic 
(Steuer [42] and White [51]) can be used to 'filter' 
the points to obtain a set of A-vectors well-spaced 
over A (h). 

3. Unified algorithm and subroutine building 
blocks 

As an elaboration of the general algorithmic 
outline, the steps of the unified interactive multi- 
ple objective programming algorithm are as fol- 
lows: 

Step O. DM specifies interactive procedure for 
the first iteration. 

Step l. h = O. 
Step 2. Initialize current interactive procedure. 
Step 3. h = h + 1. DM answers questions posed 

by the current interactive procedure. 

Table 1 
Initialization routines 

Label Routine 

I-1 Construct a payoff table and form z* reference crite- 
rion vector. 

I-2 H = I R = 0. 
I-3 DM specifies an initial feasible criterion vector z (°). 
I-4 DM (or analyst) specifies p. 
I-5 Form a z**  reference criterion vector. 
I-6 DM (or analyst) specifies oversampling factor u. 
I-7 Let (l! 1), p.~l)) = (0, 1) for each i • K. 

I-8 DM estimates criterion value range widths r i for each 
of the objectives over N'L 

I-9 For each i • K, let r i equal the difference between 
z* and the minimum value in the i-th column of the 
payoff table. 

1-10 Let step size s(1)=0, the initial direction vector d (x) 
he set according to the rules in [23, p. 619], and 

l R = O. 
1-11 S (2) = b where b is the default base speed [23, p. 619]. 

Step 4. Configure and solve unified sampling 
program(s). 

Step 5. Present resulting criterion vector(s) and 
related information (if any) to the DM. 

Step 6. DM selects z (h). 

Table 2 
Calculation routines 

Label Routine 

C-1 Calculate A • A according to the rules in [2, p. 370]. 
C-2 DM specifies a weighting vector A • A, or one is 

calculated from his or her responses (Dyer [11, p. 
207]) that is reflective of the local marginal tradeoffs 
at z (h- 1) 

C-3 The line between z (h 1) and y(h) is divided into 
segments so as to create P equally spaced criterion 
vectors, where y(h) is an optimal criterion vector 
solution to a weighted-sums sampling program. 

C-4 Compute T-vertex A-vector. 
C-5 Compute the (l} h), //.!h)) for all i • K associated with 

the T-vertex A-vector and .q(h). 
C-6 Form A ( h ) = { A E R k l A i E ( l ! h ) ,  t~!h)), Y~i~KAi~I} .  
C-7 Randomly generate uniformly distributed A-vectors 

over A (h). 
C-8 Filter a group of vectors down to a reduced number of 

well-spaced representatives. 
C-9 Let aspiration criterion value q}h)= z !h - l )  for each 

i • IA, and using dual variable information, calculate 
q~h) for each i • 1R. 

C-10 Compute A-vector such that A i = l / r i ,  for each i • K. 
C-11 Let direction vector d ° )  = q(h)_ z(h n) 
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Table 3 
Elicitation routines 

Table 5 
Transfer  of control routines 

Label Routine Label Routine 

E-1 DM selects a primary objective f j ( x ) =  zj .  
E-2 H = K - { j }  and DM  specifies criterion value lower 

bounds  el, for each i ~ H. 
E-3 D M  specifies (a) the set of indices I R of the compo- 

nents  of  z ~h) to be relaxed and (b) the maximum 
amounts  of  relaxation Azi, for each i ~ I R. 

E-4 H = K ,  e i = Z!  h) - -  A Z i ,  for each i ~ IR, and e i = z~ h), 

for each i ~ ( H  - IR)" 
E-5 DM specifies P,  the number  of  criterion vectors to be 

presented.  
E-6 DM selects the most  preferred of the presented crite- 

rion vectors and designates it z Ch). 
E-7 DM specifies (a) the number  of lexicographic levels 

L, (b) the target values ti, i ~ [, and ui, i ~ J, and (c) 
the within lexicographic level weights w~-,,,)i, m = 

1 , . . . , L ,  i ~ I ,  and wt+n)i, m = 1 , . . . , L ,  i ~ J .  
E-8 DM specifies an aspiration criterion vector. 
E-9 DM specifies A size factor ~th). 
E-10 DM specifies (a) index set I I of  components  of z <h- i) 

to be improved, (b) index set I a of  components  to be 
relaxed, and (c) index set I A of components  to be held 
at their current  values. 

E-11 DM specifies q!h) for each i ~ l I. 
E-12 DM may further  adjust components  of q(h) if desired. 
E-13 DM selects the most preferred criterion vector de- 

scribed by the trajectories and designates it z (h). 
E-14 Either the DM presses microcomputer  keys to specify 

(a) an updated s ~h), (b) an updated d (h), (c) an up- 
dated I R and associated criterion value lower bounds  
el, or we let (i) s th) = s th-1) ,  (ii) d th) = d ~h 1), (iii) I R 
and the associated e i remain as they are. 

Step 7. If the DM wishes to switch to a differ- 
ent interactive procedure,  go to Step 9. Other-  
wise, DM answers any further questions posed by 
current interactive procedure.  

Step 8. If  the unified algorithm is to be termi- 
nated at this point, go to Step 10. Otherwise, go 
to Step 3. 

T-1 Continue.  
T-2 If the DM wishes to cease iterating, 
T-3 If I n = O. 
T-4 Go to Step 3. 
T-5 If the D M  does not wish to make further changes to 

the number  of lexicographic levels, target values, or 
within lexicographic level weights, 

T-6 Pause until DM hits space bar. 

Step 9. The DM specifies the new interactive 
procedure. Go to Step 2. 

Step 10. Stop with z ~h) as the final solution. 

At execution time, each step of the unified 
algorithm is made up of a sequence of subrou- 
tines which depend upon the interactive proce- 
dure currently in effect. The subroutines can be 
thought of as coming from five categories and are 
summarized in Tables 1-5. While these tables 
contain some terms not yet defined, brief verbal 
descriptions are given. Terms will become clear 
when used in Sections 5-8.  Additional index sets 
used in the subroutines are. H,  I, J, IA, I I ,  

I R o K .  
In the second category, we have the calcula- 

tion routines of Table 2 which are used to calcu- 
late A-vectors and perform other computational 
chores. In the third category, we have the elicita- 
tion routines of Table 3 which are to establish 
values for the controlling parameters.  In the 
fourth and fifth categories, we have the presenta- 
tion and transfer of control routines of Tables 4 
and 5. 

Table 4 
Presentat ion routines 

Label Rout ine 

P-1 Present  criterion vector(s) and related information (if 
any) to the DM. 

P-2 Present  the criterion value trajectory for each objec- 
tive to the DM. 

4. Unified sampling program and its customiza- 
tions 

The unified sampling program is at the heart  
of the unified algorithm. Its feature is that it can 
be straightforwardly customized to form the sam- 
piing programs of the interactive procedures in- 
cluded in the unified algorithm. The unified sam- 
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pling p rogram formulat ion is given by 

l e x m i n  {s~( z ,  x,  a ) ,  Sz( Z, x,  a ) , . . . ,  

s (z, x, 

s.t. a > _ h i ( q i + O d i - z i ) ,  i ~ G ,  

zi>_e i i ~ H ,  

z i + d  7 > t  i, i ~ I ,  

z i - d [  <ui ,  i ~ J ,  

f i ( x ) = z i ,  i ~ K ,  

y E S ,  

0 < a ~ R,  z ~ R k unrestr ic ted,  
d - ,  d + >  0, 

where  
Sm(Z , X, 0~)= Scalar-valued funct ion of  m-th  lexi- 

cographic  level. 
L = N u m b e r  of  lexicographic levels. 
A = Weight ing  or  multiplier  vector.  
q -- Aspira t ion criterion vector.  
d = Direct ion vector.  
0 -- R H S  step size. 
e = Vec tor  of  cri terion value lower 

bounds.  
t = Vec tor  of  satisficing target  values. 
u = Vec tor  of  saturat ion target  values. 
and G, H, L J c K. The  scalar-valued funct ion of  
the m- th  lexicographic level is given by 

sin( z ,  x ,  o~) = ~ c . , a  - p(m> • ~(m)iZi 
i~K 

[ i~ l  i~J J 

where  o-(,,), P(m) and Z(m ~ are p rocedure -depen-  
dent  constants  which serve mostly as 'switches '  to 
include port ions of  the scalar-valued functions, 
/Z(m ) is a vector  of  weighting coefficients, and the 
w&) and + W(m ) are vectors of  penal ty weights for 
deviations f rom target  values. The  controll ing pa- 
rameters  which may be manipula ted  in the uni- 
fied sampling p rogram are h, q, d, 0, e, t, u and 

- + for m = l ,  , L .  ]d'(m), W(mp W(m), . . .  
Customizing the unified sampling p rogram to 

form the e-constraint sampling p rogram used in 
E C O N ,  we let 

(1) L = 1. There  is only one lexicographic level. 
(2) ~r(~) = 0, P(1) = 1, z(~) = 0 and vector  p.(~) is 

replaced by the j - th  column of  a k × k identity 
matrix where  f~(x) has been  selected as the pri- 
mary objective. 

(3) G = I = J  = ~. There  are no minimax or  
goal constraints.  

(4) H = K - { j } .  There  is a lower bound  con- 
straint for each objective function where i 4 j .  
F rom this emerges  

min { -z~} 

s . t .  zi>_ei ,  i e K - { j } ,  

f i ( x ) = z  i, i e K ,  

x E S ,  

z ~ R k unrestr icted.  

Customizing the unified sampling p rogram to 
form the minimax e-constraint sampling program 
used in STEM, we let 

(1) L = 1. There  is only one lexicographic level. 
(2) o-(1 ) = l and P(1) = T(1) = 0. 
(3) G = K , q = z *  and 0 = 0 .  
(4) H = K. 
(5) I - - J  = f~. There  are no goal constraints.  

F rom this emerges  

rain {a} 

s.t. a > h i ( z * - z i ) ,  i ~ K ,  

zi >_ ei, i ~ K,  

f i ( x ) = z i ,  i ~ K ,  

x ~ S ,  

0 < a ~ R,  z ~ R k unrestr icted.  

Customizing the unified sampling program to 
form the weighted-sums sampling p rogram men-  
t ioned in Section 2 that  is used in GDF,  we let 

(1) L = 1. 
(2) o-(1 ) = 0 ,  P (1 )  = 1, ?(1 ) = 0 and vector /~u) ~ 

R k is replaced by a vector  of  local marginal  
t radeof f  weights h e A. 

(3) G = H = I = J = ~ .  
Customizing the unified sampling p rogram to 

form the goal programming sampling p rogram 
used in IGP,  we let 

(1) L be the number  of  lexicographic levels 
defined by the DM. 

(2 )  O'(m ) = P(m)= 0 and ~-(,~)= 1 for each m = 
1 . . . . .  L .  

(3) I be the set of  indices of  cri terion values 
assigned greater than or equal to target  values. 

(4) J be the set of  indices of  cri terion values 
assigned less than or equal to target  values. 

(5) The  W(m)~, i ~ I, and the W(m)~,+ i ~ J, for all 
m = 1 . . . . .  L, be the within lexicographic level 
weights. 
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(6) G = H =  ¢. There  are no minimax or e- 
constraints. 
From this emerges 

+ +  
lex min w~) id  7 + ~ w(1)id i , 

i i ~ J  

+ +} • . . ,  ~ w&)id7  + F., w(c)~cl~ 
i~ I  iEJ 

s.t. z i + d 7 > ti,  i ~ I ,  

z i - d + < bli, i ~ J ,  

f i ( x ) = z i ,  i ~ K ,  

x ~ - S ,  

z ~ R* unrestricted, 
d - ,  d + >  0. 

Customizing the unified sampling program to 
form the augmented and lexicographic Tcheby- 
cheff sampling programs mentioned in Section 2 
that are used in W I E R Z ,  T C H  and SATIS, we let 
in the augmented case 

(1) L = 1. 
(2) o-(1 ) = 1, P ( 1 ) = P ,  /Z(1)i = 1 for each i ~ K ,  

and ~<1) = 0. 
(3) G = K ,  q = z * *  and 0 = 0 .  
(4) H = I = J = ¢ .  

In the lexicographic case, we let 
(1) L = 2. 
(2) o'(1 ) = 1 and P(1) = ~'(1) = 0. 
(3) o-(2)= 0, P(2)= 1, /x(2)i = 1 for each i ~  K, 

and ~'(2) = 0. 
(4) G = K , q = z * *  and 0 = 0 .  
(5) H = I = J = ¢ .  

5. Unified algorithm for ECON and STEM 

In the e-Constraint Method (ECON),  one of 
the objectives is selected as a p r ima ry  objec t ive  

for maximization subject to e i lower bounds on 
each of the other objectives. Then the resulting 
e-constraint sampling program is solved for crite- 
rion vector z (1). From z °) it is hoped that a new 
primary objective a n d / o r  new e i lower bounds 
will suggest themselves. With its new configura- 
tion, the e-constraint sampling program is solved 
for z (2). From z (2) it is hoped that an even bet ter  
configuration of the e-constraint sampling pro- 
gram will come to mind, and so forth. E C O N  
terminates when the DM wishes to cease iterat- 

ing. When ECON is the current interactive pro- 
cedure, the steps (except for Steps 0, 9 and 10 
which are permanent)  of the unified algorithm 
would be: 

Step  1. h = O. 
S tep  2. (Routine T- l )  Continue. 
Step 3. h = h + 1. 

(Routine E- l )  DM selects a primary objective 
f ~ ( x )  = z j .  
(Routine E-2) H = K -  {j} and DM specifies cri- 
terion value lower bounds e i, for each i ~ H. 

Step 4. One e-constraint customization of the 
unified sampling program is solved for z (h). 

Step  5. (Routine P- l )  Present criterion vector 
z (h) to the DM. 

Step  6. (Routine T- l )  Continue. 
Step 7. If  the DM wishes to switch to a differ- 

ent interactive procedure,  go to Step 9. Other-  
wise, (Routine T- l )  Continue. 

Step 8. (Routine T-2) If  the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

Using its own rules to compute a A ~ .4, STEM 
solves the minimax e-constraint sampling pro- 
gram to obtain criterion vector z °). Determining 
which components  of z (1) are to be relaxed and 
the amounts of each relaxation, e-constraints are 
introduced and a new A ~ A is computed. Using 
the new A-vector and e-constraints, the minimax 
e-constraint sampling program is again solved to 
produce criterion vector z (2). Determining which 
components  of z (2) are to be relaxed and the 
amounts of each relaxation, the old set of e-con- 
straints is replaced by a new set and another  
A ~ A  is computed,  and so forth. STEM termi- 
nates on iteration h when the DM is unwilling to 
relax any of the components  of z (h). When STEM 
is the current interactive procedure,  the steps of 
the unified algorithm would be: 

Step  1. h = O. 
S tep  2. If  Routines I-1 and I-2 have not already 

been performed,  
(Routine I-1) Construct a payoff table and 
form z* reference criterion vector. 
(Routine I-2) H = I R = ¢. 

I f  h > 0 ,  
(Routine E-3) DM specifies 
(i) the set of indices I R of the components  of 
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z (h) to be relaxed, and 
(ii) the maximum amounts of relaxation Azi, 

i ~ I  R. 
(Routine E-4) H = K, ei = z} h) - A z  i, for each 
i ~ IR, and e i = z} h), for each i ~ ( H  - IR). 
Step 3. h = h  + l. 

(Routine C-1) Compute  A ~ A according to the 
rules in [2, p. 370]. 

Step 4. Solve one minimax e-constraint cus- 
tomization of the unified sampling program for 
Z(h). 

Step 5. (Routine P-I)  Present z (h) and z*  to 
the DM. 

Step 6. (Routine T- l )  Continue. 
Step 7. If the DM wishes to switch to a differ- 

ent interactive procedure,  go to Step 9. Other-  
wise, 
(Routine E-3) DM specifies 
(i) the set of indices I R of the components  of z (h) 
to be relaxed, and 
(ii) the maximum amounts of relaxation Azi, i 

I R • 
(Routine E-4) H = K ,  e i = z } n ) - - A z i ,  for each 
i ~ IR, and e i = z} h), for each i ~ ( H  - IR)" 

Step 8: (Routine T-3) If  I R = ~, go to Step 10. 
Otherwise, go to Step 3. 

To assure that the criterion vectors Z (h) gener- 
ated by E C O N  and STEM are nondominated,  we 
could define each of their sampling programs 
with a second lexicographical level, where the 
second lexicographic level is the same as in the 
lexicographic Tchebycheff  sampling program. 

6. Unified algorithm for GDF and IGP 

The G e o f f r i o n - D y e r - F e i n b e r g  Procedure  
(GDF)  begins with the specification by the DM of 
an initial feasible criterion vector z (°). Then the 
DM specifies a weighting vector A ~ A that is to 
be reflective of the local marginal tradeoffs at 
z (°). Using this A, the weighted-sums sampling 
program is solved for criterion vector y(l). Then 
the line through the feasible region in criterion 
space Z that starts at z (°) and ends at y(1) is 
divided into segments so as to create equally 
spaced criterion vectors. The most preferred of 
the equally spaced criterion vectors becomes z (l). 
Then the DM specifies a new A ~ A. that is to be 
reflective of the local marginal tradeoffs at z (1). 

Using this A, the weighted-sums sampling pro- 
gram is solved for y(2). Then the line segment 
through Z that starts at z (~) and ends at y(2) is 
divided into segments so as to create equally 
spaced criterion vectors. The most preferred of 
these equally spaced criterion vectors becomes 
z (2), and so forth. 

Although several possible stopping conditions 
have been ment ioned for G D F  (Steuer [42, p. 
369]), the one modelled here is that the DM 
wishes to cease iterating. When G D F  is the cur- 
rent interactive procedure,  the steps of the uni- 
fied algorithm would be: 

Step 1. h = O. 
Step 2. If h = 0, 
(Routine I-3) DM specifies an initial feasible 
criterion vector z (°). 
S t e p 3 .  h = h + l .  

(Routine C-2) DM specifies a weighting vector 
A ~ ~4, or one is calculated from his or her re- 
sponses (Dyer [11, p. 207]), that is reflective of 
the local marginal tradeoffs at z (h-  ~) 

Step 4. One weighted-sums customization of 
the unified sampling program is solved for y(h). 

Step 5. (Routine E-5) DM specifies P, the 
number  of equally spaced criterion vector solu- 
tions to be presented.  (Routine C-3) The line 
between z (h-  l) and y(h) is divided into segments 
so as to create P equally spaced criterion vectors. 
(Routine P- l )  The P equally spaced criterion 
vectors are presented to the DM. 

Step 6. (Routine E-6) DM selects the most 
preferred of the P equally spaced criterion vec- 
tors and designates it z (h). 

Step Z If the DM wishes to switch to a differ- 
ent interactive procedure,  go to Step 9. Other-  
wise, (Routine T- l )  Continue. 

Step 8. (Routine T-2) If  the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

In Interactive Goal Programming (IGP) we 
specify the number  of lexicographic levels, target 
values, and within lexicographic level weights. 
Then the goal programming sampling program is 
solved to obtain z (~). In the light of z Ct), the DM 
makes changes to the number  of lexicographic 
levels, target values, and within lexicographic level 
weights. Then the resulting goal programming 
sampling problem is solved for z ~2), and so forth. 
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IGP stops when the DM no longer wishes to 
make further adjustments to the number of lexi- 
cographic levels, target values, and within lexico- 
graphic level weights. When IGP is the current 
interactive procedure,  the steps of the unified 
algorithm would be: 

Step 1. h = O. 
Step 2. (Routine T- l )  Continue. 
Step 3. h = h  + 1. 

(Routine E-7) DM specifies (a) the number of 
lexicographic levels L, (b) the target values ti, 
i e l ,  and u i, i ~ J ,  and (c) the within lexico- 

+ 
graphic level weights W(-m~ i, i ~ I, and W(m~i, i ~ J, 
for a l l m = l  . . . .  ,L .  

Step 4. One goal programming customization 
of the unified sampling program is solved for z (h), 
d -(h) and d +(h). 

Step 5. (Routine P-l)  Present z (h), d -(m and 
d +(h) to the DM. 

Step 6. (Routine T-I)  Continue. 
Step 7. If the DM wishes to switch to a differ- 

ent interactive procedure, go to Step 9. Other- 
wise, 
(Routine T-I)  Continue. 

Step 8. (Routine T-5) If the DM does not wish 
to make further changes to the number of lexico- 
graphic levels, target values, or within lexico- 
graphic level weights, go to Step 10. Otherwise, 
go to Step 3. 

7. Unified algorithm for WIERZ, TCH, and SATIS 

The Aspiration Criterion Method (WIERZ)  
begins by asking the DM to specify an aspiration 
criterion vector q (1 )<z** .  Using the T-vertex 
A-vector defined by q(1) and z** ,  the augmented 
Tchebycheff sampling program is solved to pro- 
duce z (°. In the light of z (1), the DM specifies a 
new aspiration criterion vector q(2). Using the 
T-vertex A-vector defined by q(2) and z** ,  the 
augmented Tchebycheff sampling program is 
solved to produce z (2). In the light of z (2), the 
DM specifies a third aspiration criterion vector 
q(3), and so forth. W I E R Z  terminates when the 
DM wishes to cease iterating. 

When W l E R Z  is the current interactive proce- 
dure, the steps of the unified algorithm would be: 

Step 1. Let h = O. 

Step 2. (Routine 1-4) DM (or analyst) specifies 
p. If Routines I-1 and 1-5 have not already been 
performed, 

(Routine I-1) Construct a payoff table and 
form z*  reference criterion vector. 
(Routine 1-5) Form a z* *  reference criterion 
vector. 
Step 3. h = h  + 1. 

(Routine E-8) DM specifies an aspiration crite- 
rion vec to r  q(h). 
(Routine C-4) Compute T-vertex A-vector de- 
fined by q(h) and z * *  

Step 4. One augmented Tchebycheff cus- 
tomization of the unified sampling program is 
solved for z (h). 

Step 5. (Routine P-l)  Present z (h), q(h), and 
z* *  to the DM. 

Step 6. (Routine T- l )  Continue. 
Step 7. If the DM wishes to switch to a differ- 

ent interactive procedure, go to Step 9. Other- 
wise, 
(Routine T-I)  Continue. 

Step 8. (Routine T-2) If the DM wishes to 
cease iterating, to to Step 10. Otherwise, go to 
Step 3. 

Letting P be the number of solutions to be 
presented to the DM at each iteration, the Aug- 
mented Version of the Tchebycheff Method 
(TCH) begins by generating 2P,  where 2 is the 
oversampling factor, well-spaced A-vectors from 
A (1) ---A. Then the augmented Tchebycheff sam- 
pling program is solved for each of the A-vectors. 
From the P most different of the criterion vec- 
tors, the DM selects his or her most preferred 
z (a~. At this point, the DM (or analyst) specifies a 
A size factor "/7 (2). About the T-vertex A-vector 
defined by z (1) and z** ,  an interval defined 
subset A (2) is formed whose size is ~7 (z) times the 
size of A. Then 2 P  well-spaced A-vectors are 
generated from A (2) and the augmented Tcheby- 
cheff sampling program is solved for each of 
these A-vectors. 

From the P most different of the resulting 
criterion vectors, a z (2) is selected. An ~7 (3) < rl {2) 
size factor is specified. About the T-vertex A-vec- 
tor defined by z (2) and z** ,  a smaller interval 
defined subset A (3) is formed whose size is r/(3) 
times the size of A, and so forth. Although TCH 
can be calibrated to terminate in a fixed number 
of iterations (Steuer [42, p. 447]), TCH is mod- 



L.R. Gardiner, R.E. Steuer / Multiple objective programming 401 

elled here in free-form allowing the DM to termi- 
nate whenever he or she wishes to cease iterating. 
When the augmented version of TCH is the cur- 
rent interactive procedure, the steps of the uni- 
fied algorithm would be: 

Step 1. h = O. 
Step 2. If Routines I-I and I-5 have not already 

been performed, 
(Routine I-l) Construct a payoff table and 
form z* reference criterion vector. 
(Routine I-5) Form a z**  reference criterion 
vector. 

(Routine E-5) DM specifies P, the number of 
new criterion vectors to be presented. 
(Routine I-4) DM (or analyst) specifies p. 
(Routine I-6) DM (or analyst) specifies oversam- 
piing factor u. 
If h = 0 ,  
(Routine I-7) Let (l} l), /~1)) = (0, 1) for all i ~ K. 

Step 3. h = h  + 1. 
l f h > l ,  

(Routine E-9) DM specifies A size factor ~7 Ch). 
(Routine C-4) Compute T-vertex A-vector de- 
fined by z ~h- 1) and z * * 
(Routine C-5) Compute the (l} h), ~h) )  associ- 
ated with the T-vertex A-vector and B(h) for all 
i ~ K .  

(Rout ine  C-6) Form A ~n)= {A ~ R  k l A i E  
(l}h), ~h)), 2 i~  KAi = 1}. 
(Routine C-7) Randomly generate 50k uniformly 
distributed A-vectors over A (h). 
(Routine C-8) Filter the 50k A-vectors to obtain 
uP well-spaced representatives. 

Step 4. Solve uP augmented Tchebycheff cus- 
tomizations of the unified sampling program, one 
for each of the uP A-vectors. 

Step 5. (Routine C-8) Filter the uP resulting 
criterion vectors to obtain the P most different. 
(Routine P-l)  Present the P most dispersed crite- 
rion vectors along with, if h > 1, z (h-~) to the 
DM. 

Step 6. (Routine E-6) DM selects the most 
preferred of the presented criterion vectors and 
designates it z ~h). 

Step 7. If the DM wishes to switch to a differ- 
ent interactive procedure,  go to Step 9. Other- 
wise, 
(Routine T- l )  Continue. 

Step 8. (Routine T-2) If the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

The steps of the unified algorithm for the 
Lexicographic Version of TCH are the same as 
for the Augmented Version except that Routine 
I-4 is deleted from Step 2 and uP lexicographic 
Tchebycheff customizations are solved in Step 4 
instead of uP augmented Tchebychef customiza- 
tions. 

The Satisficing Tradeoff  Method (SATIS) be- 
gins with the specification of a z* *  reference 
criterion vector and an initial aspiration criterion 
vector q(1). Then the augmented Tchebycheff 
sampling program is solved using the T-vertex 
A-vector defined by q(1) and z* *  to produce z ~1~. 
The DM then specifies the components of z (~) 
that are to be increased, the amounts of each 
increase, and which components are to be re- 
laxed. Using dual variable information available 
at z (1), the amounts of relaxation are determined 
so as to form a second aspiration criterion vector 
q(Z). Using the T-vertex A-vector defined by q(2) 
and z** ,  the augmented Tchebycheff sampling 
program is solved to produce z (2~. 

The DM then specifies which components of 
z (2) are to be increased, the amounts of each 
increase, and which components are to be re- 
laxed. Using dual variable information available 
at z (2), the amounts of relaxation are determined 
so as to form qC3). Using the T-vertex A-vector 
defined by q(3) and z** ,  the augmented Tcheby- 
cheff sampling program produces z c~, and so 
forth. 

SATIS terminates when the DM wishes to 
cease iterating. When SATIS is the current inter- 
active procedure, the steps of the unified algo- 
rithm would be: 

Step 1. h = O. 
Step 2. If Routines I-1 and I-5 have not already 

been performed, 
(Routine I-1) Construct a payoff table and 
form z* reference criterion vector. 
(Routine I-5) Form a z* *  reference criterion 
vector. 

(Routine I-4) DM (or analyst) specifies p. 
If h > 0, 

(Routine C-4) Compute T-vertex A-vector de- 
fined by z ~h) and z* *  
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One augmented Tchebycheff customization of 
the unified sampling program is solved to re- 
generate z (h). 
(Routine T-4) Go to Step 3. 

(Routine E-8) DM specifies an aspiration crite- 
rion vector q(1). 

Step 3. h = h + 1. 
I f h > l ,  

(Routine E-10) DM specifies (a) index set I I 
of components of z (h-1) to be improved, (b) 
index set I R of components to be relaxed, and 
(c) index set I A of components to be held at 
their current values. For an objective function 
index to be included in I R, the local marginal 
t radeoff  value must not be zero. 
(Routine E-11) DM specifies q}h) f o r  each 
i ~I~. 
(Routine C-9) L e t  q } h )  = z } h  - 1) for each i ~ I A. 
Using dual variable information, calculate q}h) 
for each i ~ I R. 
(Routine E-12) DM may further adjust compo- 
nents of q(h) if desired. 

(Routine C-4) Compute T-vertex A-vector de- 
fined by q(h) and z * * 

Step 4. One augmented Tchebycheff cus- 
tomization of the unified sampling program is 
solved for z (h). 

Step 5. (Routine P-l)  Present z (h), q(h), Z**,  
and local marginal t radeoff  values to the DM. 

Step 6. (Routine T- l )  Continue. 
Step Z If the DM wishes to switch to a differ- 

ent interactive procedure, go to Step 9. Other- 
wise, 
(Routine T- l )  Continue. 

Step 8. (Routine T-2) If the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

8. Unified algorithm for VIA and RACE 

With reference to an initial feasible criterion 
vector z ~°), the Visual Interactive Approach (VIA) 
begins by asking the DM to specify (a) estimated 
criterion value range widths r i for each of the 
objectives over N w and (b) an aspiration criterion 
v e c t o r  q( l ) .  Then we let h i = 1 / r  i for each i ~ K. 
To project onto N w the unbounded line segment 
emanating from z (°) through q(1), we solve, when 

h = 1, the Tchebycheff parametric sampling pro- 
gram 

min 

S.t .  Ol >___ l~i(Z~ h- 1) ..[_ od}h) -  Zi), i ~ K,  

f i ( x ) = z i ,  i ~ K ,  

x ~ S ,  
a ~ R unrestricted, z ~ R  k unrestricted, 

as 0 goes from 0 to ~ where the direction vector 
d(h) = q(h) _ z (h-  1). The Tchebycheff parametric 
sampling program for iteration h is formed from 
the unified sampling program by letting 

(1) L = 1. 

(2) O'(1 ) = 1 and P(1) = "r(1) = 0. h 
(3) G = K, q = z ( h -  1) and d = d () .  
(4) H = I = J = f J .  
(5) a ~ R unrestricted. 

Variable a ~ R is made unrestricted in case any 
of the points on the unbounded line segment 
defined by z (h- 1) and d (h) are feasible. 

Using computer graphics, the trajectories of 
criterion values describing the projection of the 
line segment onto N w are displayed. After view- 
ing the trajectories, the DM specifies his or her 
most preferred criterion vector along the pro- 
jected line segment to yield z (1). At this point the 
DM specifies a new aspiration criterion vector 
q(Z). Then, to project onto N TM the unbounded 
line segment emanating from Z (1) through q(2), 

we solve the Tchebycheff parametric sampling 
program for h = 2. After viewing the resulting 
trajectories, the DM selects a z (2) along the pro- 
jected line segment. At this point the DM speci- 
fies a third aspiration criterion v e c t o r  q(3), and so 
forth. Although Korhonen and Laakso [21] out- 
line an optimality check involving generators of 
the cone of feasible nondominated directions at 
the point of termination, the mathematics of this 
check have not yet been completed (Halme and 
Korhonen [19]). Consequently, VIA is modelled 
here to terminate when the DM wishes to cease 
iterating. When VIA is the current interactive 
procedure, the steps of the unified algorithm 
would be: 

Step 1. Let h = 0. 
Step 2. If Routine I-1 has not already been 

performed, 
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(Routine I-8) DM estimates criterion value 
range widths r i for each of the objectives over 
N w" 

If Routine I-1 has been performed,  
(Routine I-9) For each i ~ K, let r i equal the 
difference between z*  and the minimum value 
in the i-th column of the payoff table. 

(Routine C-10) Compute  A-vector such that A~ = 
1 / r  i, for each i ~ K. 
If  h = 0 ,  

(Routine I-3) DM specifies an initial feasible 
criterion vector z ~°). 
Step 3. h = h  + l. 

(Routine E-8) DM specifies aspiration criterion 
vector  q(h). 
(Routine C-11) Let d (h) = q(h) _ z ( h -  1) 

Step 4. One Tchebycheff  parametr ic  cus- 
tomization of the unified sampling program is 
solved to project the unbounded line segment 
emanating from z ¢h- 1) in the direction d (h) onto 
N w" 

Step 5. (Routine P-2) The criterion value tra- 
jectory of each objective describing the projection 
is presented to the DM. 

Step 6. (Routine E-13) DM selects the most 
preferred criterion vector described by the trajec- 
tories and designates it z ~h). 

Step 7. If  the DM wishes to switch to a differ- 
ent interactive procedure,  go to Step 9. Other-  
wise, 
(Routine T- l )  Continue. 

Step 8. (Routine T-2) If  the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

program 

min {a} 
s.t. a > A i ( z !  h l '+s 'h )d~h) - -Z i )  i E K ,  

z i  >_ e i , / G / R  , 

f i ( x ) = z i ,  i ~ K ,  

x E S ,  

~ R unrestricted, z ~ R k unrestricted. 

The Tchebycheff  step size sampling program 
for iteration h is formed from the unified sam- 
pling program by letting 

(1) L = 1. 
(2) tr(t ) = 1 and P~1) = r(~) = 0. 
(3) G = K ,  0 = s  (h) and d = d  ~h). 
(4) H = lg.  
(5) I = J = ¢. 
(6) a ~ R unrestricted. 
Variable a is unrestricted for the same reason 

as in VIA. After  considering z (1), microcomputer  
keys are used to determine s ~2), form a new 
direction vector  d (2), and optionally impose or 
remove lower bounds on the criterion values. 
Then the Tchebycheff  step size sampling program 
for h = 2 is solved to obtain z ~2). After consider- 
ing z (2), microcomputer  keys are used to deter- 
mine a new step size s (3), a third direction vector 
d (3), and alter lower bounds on the criterion val- 
ues. Then the Tchebycheff  step size sampling 
program for h = 3 is solved to obtain z (3), and so 
forth. When R A C E  is the current interactive 
procedure,  the steps of the unified algorithm 
would be: 

Pareto Race (RACE)  enables the DM to ex- 
plore N w as if one were driving a vehicle over the 
surface of the moon. Microcomputer  keys are 
used to control the 'drive'  (see [23,24]). R A C E  
begins by asking the DM to specify 

(a) an aspiration criterion vector designated 
z ~°) and 

(b) est imated criterion value range widths r i 
for each of the objectives over N w. 

Then we let A i = 1/r~ for each i ~ K and form, 
according to special rules, an initial direction 
vector d °). In order to project z ~°) onto N w to 
obtain z ~1), we solve, with h = 1 and RHS step 
size s ¢~) = 0, the Tchebychef f  step size sampling 

Step 1. h = O. 
Step 2. If  Routine I-1 has not already been 

performed,  
(Routine I-8) DM estimates criterion value 
range widths r i for each of the objectives over 
N w" 

If  Routine I-1 has been performed,  
(Routine I-9) For each i ~ K, let r i equal the 
difference between z*  and the minimum value 
in the i-th column of the payoff table. 

(Routine C-10) Compute  A-vector such that A~ = 
1 / r  i, for each i ~ K. 
If  h = 0 ,  

(Routine E-8) DM specifies an aspiration cri- 
terion vector designated z (°). 
(Routine 1-10) Let step size s (~) = 0, the initial 
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direction vector d (1) be set according to the 
rules in [23, p. 619], and I R = ~J. 
Step 3. h =h + 1. 

If h = 2 ,  
(Routine 1-11) s (2) = b where b is the default 
base speed [23, p. 619]. 

I f h > l ,  
(Routine E-14) Either the DM presses micro- 
computer keys to specify (a) an updated s (h), 
(b) an updated d ~h), (c) an updated Ig and 
associated criterion value lower bounds ei; or 
we let (i) s ~h~ = s ~h- o, (ii) d ~m = d ~h- 1), (iii) I R 
and the associated e i values remain as they 
are. 
(Routine T-6) Pause until DM hits space bar. 
Step 4. One Tchebycheff step size customiza- 

tion of the unified sampling program is solved for 
Z (h). 

Step 5. (Routine P-l) Present criterion vector 
z ~h) to the DM. 

Step 6. (Routine T-l) Continue. 
Step 7. If the DM wishes to switch to a differ- 

ent interactive procedure, go to Step 9. Other- 
wise, 
(Routine T-l) Continue. 

Step 8. (Routine T-2) If the DM wishes to 
cease iterating, go to Step 10. Otherwise, go to 
Step 3. 

9. C o n c l u d i n g  r e m a r k s  

In this paper we have taken a nontraditional 
look at interactive multiple objective program- 
ming. Instead of classifying and categorizing the 
different interactive procedures according to their 
search strategies or the way they elicit informa- 
tion from the DM, we have looked at interactive 
multiple objective programming from the other 
side, the implementation/installation side. By 
employing the unified sampling program along 
with a relatively modest inventory of component 
subroutines, many of which would not involve 
more than a few lines of code, we have shown 
how seemingly different interactive procedures 
are often no more than simple variants of the 
unified algorithm. 

The advantages of viewing interactive multiple 
objective programming from a unified perspective 
are several. One is pedagogical. It might be easier 
to learn interactive multiple objective program- 

ming by studying the unified algorithm first, and 
then seeing how different interactive procedures 
fall out as special cases second. Another advan- 
tage of the unified approach is that it is consis- 
tent with the emerging practice of modern inter- 
active multiple objective programming in which 
DMs wish to have ranges of interactive proce- 
dures at their disposal. In addition, the unified 
design in this paper supports procedure-switching 
which is likely to grow in popularity. Further- 
more, by providing a blueprint for algorithm de- 
sign, the paper ideally will encourage the authors 
of future interactive multiple objective program- 
ming software to include up to five or ten proce- 
dures in their products for robust deployment, 
thus helping to bring to an end the fragmented 
software picture that exists in the field today. 
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