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Abstract
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1 Introduction

The credibility of scientific research depends crucially on the control of false-positive results. However, we may have an excess of false-positive results if inference is based on incorrect or unreliable methods.\(^1\) Such problems may arise when (i) inference is based on methods that rely on unrealistic assumptions, (ii) inference is based on asymptotic theory when the asymptotic approximation is poor, and/or (iii) the inference method is invalid even asymptotically. In such cases, we can have an accumulation of scientific evidence based on misleading inference.

We propose that applied researchers use a practical and very simple way to assess whether an inference method is reliable in specific applications. The main idea is to consider a simple distribution for the errors, and assess whether inference methods are reliable using simulations with the same structure of the empirical application. While the idea of using simulations to evaluate statistical methods — sometimes with data generating processes based on real applications — is not new, we show that, in common settings, an assessment based on such simulations is invariant to the scale of the error and to the values of parameters not being tested, so there is no gain in correctly specifying these features of the data.\(^2\) We also show that there is generally little gain in correctly specifying more complex structures on the errors, such as within-cluster correlation when we consider inference based on cluster robust variance estimator (CRVE). Moreover, the assessment does not require specifying the distribution of covariates. In such cases, the assessment can be computed by simply replacing

\(^1\)Other reasons include the possibility of p-hacking and publication bias (e.g., Christensen and Miguel (2018), Brodeur et al. (2016), and Brodeur et al. (2018)). The approach we propose in this paper is focused on cases of excess of false-positive results that arise from incorrect or unreliable inference, and would not be informative about these other potential problems.

\(^2\)A non-exhaustive list of papers that consider simulations based on real applications include Huber et al. (2016), Busso et al. (2014), Young (2016), and Chaisemartin and Ramirez-Cuellar (2019). These papers, however, consider such simulations in the context of methodological papers, and not as an assessment for applied researchers. The idea of relying on simulation studies tailored to the features of the data at hand has been proposed by Athey et al. (2020) and Blair et al. (2019) to select among alternative estimators and to diagnose research designs, and has also been considered as a part of a “workflow” for Bayesian analysis (e.g., Gelman et al. (2020)). See also Advani et al. (2019) for a critical analysis of the idea of using empirical Monte Carlo studies for estimator selection. Also, Young (2020) uses MC simulations to analyze the distribution of instrumental variables estimators in published papers.
the outcome variable with an iid standard normal random variable, which we recommend as a default.

We show that the simplicity of such procedure presents a series of advantages. First, conditioning on a good assessment does not imply distortions for subsequent testing. In contrast, we show that, if we consider more complex simulations in which we attempt to learn about the distribution of the errors based on the residuals, then conditioning on a good assessment can exacerbate size distortions.\(^3\) Second, having such a simple assessment as a default implies less room for applied researchers to cherry pick simulations in which their inference methods would look good. This would not be the case if we consider more complex alternatives that depend on the specification of a series of tuning parameters. Moreover, the proposed assessment is very easy to implement, and can be applied in different empirical applications with minimal adaptation.

Another contribution is to provide strong evidence from a series of applications showing that, despite being a simple idea and despite its limitations, the widespread use of this procedure has the potential of making scientific evidence more reliable. We analyze in detail the cases of differences-in-differences with few treated clusters, shift-share designs, weighted OLS, stratified experiments, and matching estimators. We show a series of settings in which the assessment would detect problems for inference even when applied researchers would likely not suspect that inference is problematic. We also show that scientific evidence on important topics may severely underestimate uncertainty, even after going thorough peer-review processes. As an illustration, we show a series of published papers on the effects of the Massachusetts 2006 health reform in which the assessment suggests over-rejections on the order of 60%. In such cases, the widespread use of the assessment we propose would have led researchers to consider alternative inference methods that are more suitable to their applications. Moreover, we provide evidence that applied papers may recurrently base

\(^3\)There are a series of papers that analyze the implications of pre-testing on subsequent testing, including, for example, Andrews (2018), Guggenberger (2010), and Roth (2019). In contrast to the settings analyzed in these papers, when we consider such simple assessment, conditioning on a satisfactory assessment does affect the true size of the test, because the assessment does not depend on the realization of the errors.
inference on unreliable inference methods, even years after the publication of econometrics papers raising concerns about such inference methods.

We also present novel evidence that analyzing rejection rates for a specific significance level $\alpha$ may be misleading when assessing inference methods that impose the null hypothesis to estimate the standard errors. We show that, in this case, an assessment for a 5% level test may (apparently) suggest that an inference method is reliable, while an assessment for the same inference method, but for a 10% level test, detects large distortions. This happens because imposing the null implies a downward bias in the rejection rates that is stronger when we consider smaller significant levels. We recommend, therefore, considering the assessment for different significance levels to provide a more careful evaluation of the inference method. This result has also important implications for the presentation of Monte Carlo simulations more generally.

We also provide important contributions that are specific to the burgeoning literature on shift-share regression designs. Adão et al. (2019) provide important theoretical results showing that commonly used standard errors for shift-share regressions can be underestimated if errors are spatially correlated. They provide a series of simulation studies based on the empirical setting considered by Autor et al. (2013), suggesting rejection rates on the order of 55% for 5% nominal level tests in this application. We revisit the simulations considered by Adão et al. (2019), and show that their simulations can severely overstate the relevance of such problem. Moreover, while the alternative inference method they suggest should always be preferred relative to alternatives such as CRVE when they are reliable, we describe an application in which we conclude that inference based on CRVE should be preferable. This example also illustrates that the analysis of simulation studies may not be so straightforward. Therefore, there is value in considering a simpler assessment as the one we propose, with a clear understanding of its limitations, if such assessment is going to be widely used by applied researchers.

Finally, we also show that asymptotic approximations may be substantially less reli-
able when we consider weighted OLS specifications, relative to standard OLS specifications. While MacKinnon and Webb (2017) provides evidence that the use of rules of thumb to determine the appropriate number of clusters may be misleading for specifications with disaggregated data or when there few treated clusters, we provide a novel setting in which such rules of thumb may be misleading, even when we consider specifications with aggregate data.

Given the simplicity of the assessment we propose, it is natural that it presents some limitations. Importantly, this assessment is uninformative about the plausibility of assumptions on the structure of the errors that the inference methods rely on. For example, if we consider the case of CRVE, the main assumption usually considered in the literature for such inference method is that errors can be correlated within clusters, but uncorrelated across clusters. Our idea in this case is to simulate a sampling framework such that the underlying assumptions for asymptotic validity of the inference method hold. Therefore, by construction, this assessment would not inform about whether such assumptions are reasonable or not. Moreover, the assessment should not provide the exact level of the test, unless we consider the true distribution for the errors, which would likely not be the case. These limitations imply that the assessment may suggest that the inference method is reliable when it actually is not. Likewise, it may also be that the assessment suggests distortions even when the true size of the test is good.

Overall, we do not see these limitations as fundamental problems, as we see this assessment as a first screening. If this assessment uncovers a rejection rate significantly larger than the level of the test using a simple distribution for the errors, then this would indicate that the researcher should proceed with caution. In such cases, researchers should consider alternative inference methods, or should argue and provide credible evidence that alternative simulations in which the original inference method looks reliable provide a better approximation for their empirical applications. If instead the assessment is close to $\alpha$, then this

\footnote{\textsuperscript{4}CRVE may also be asymptotically valid under alternative sets of assumptions. For example, Barrios et al. (2012) show that such procedure remains valid when there is between cluster correlations if the independent variable of interest is randomly assigned at the cluster level.}
would not provide a definite indication that the inference method is reliable. In this case, the researcher would still have to justify that other assumptions/conditions that would not be captured by this assessment are reasonable for the particular empirical application. Importantly, this assessment should not preclude the use of alternative assessments that could detect problems it would not be able to detect.

While seemingly related to other methods, such as bootstrap, permutation test, and Monte Carlo (MC) test, the idea we propose is conceptually different. The main goal in these approaches is to derive an inference method that is valid. In contrast, our goal is to assess whether an inference method is reliable. In common settings, the inference method we are assessing would have the advantage of being valid under weaker assumptions relative to methods that are valid in finite samples, but the disadvantage of only being valid asymptotically. In such cases, the assessment would be informative about whether such asymptotic approximations are reasonable, or whether we should consider alternative methods that depend on stronger assumptions. Note also that the assessment can actually be used to evaluate whether specific bootstrap methods are reliable. For example, considering the case of DID, the assessment can reveal that block bootstrap is unreliable when we have few treated clusters.

Our proposal is also related to a series of papers that evaluate whether asymptotic approximations are reliable for specific inference methods. For example, Chesher and Jewitt (1987) study the bias of heteroskedasticity-robust standard errors, and recommend that users should examine measures of leverage to avoid taking an over-optimistic view of the accuracy attained in estimation. For the CRVE, Carter et al. (2017) derive a measure of effective number of clusters, which takes into account not only the number of clusters, but also other features of the design of the empirical application. In contrast to these other efforts, the assessment we propose can be used to evaluate asymptotic approximations in a wide variety of applications, instead of being specific to particular examples. Moreover, it provides a nat-

---

5Note that MC test is a different concept than MC simulations. See Dufour and Khalaf (2007) for a survey on MC tests.
ural metric to evaluate whether inference methods are reliable. It reflects the over-rejection one would face by using the inference method, if the errors had the distribution considered in the assessment. For the case of CRVE, we also show an application in Section 3.4 that the assessment we propose would detect problems, while the effective number of clusters proposed by Carter et al. (2017) would not.

Finally, while recent work on statistical decision theory suggests that there might be too much focus on test size (Manski, 2019), it remains important to understand whether standard errors presented in applied work reliably capture uncertainty about our estimates, and the assessment we propose can be useful in this direction. Relatedly, in a recent paper, Broderick et al. (2020) propose an interesting approach to measure the extent to which the conclusions from a study are robust to the removal of a small fraction of the sample. We see our approaches as complementary, in that there are settings in which the assessment we propose would detect problems while their approach would not, and vice versa.6

The remainder of this paper proceeds as follows. We describe in details the proposed assessment for the case of OLS regressions in Section 2. In Section 3, we present different applications in which the assessment can be used. We consider the cases of DID with few treated cluster (Section 3.1), shift-share designs (Section 3.2), weighted OLS (Section 3.3), field experiments (Section 3.4), and matching estimators (Section 3.5). Section 4 concludes.

2 A simple way to assess inference methods

We present the main ideas of our proposed assessment for the OLS estimator. However, the assessment is applicable to a wider range of applications with minor adjustments.

6For example, in the empirical application we consider in Section 3.4, the inference problem comes from the fact that the standard errors are asymptotically invalid, so we may have applications with size distortions in which the conclusions remain robust to the removal of small fractions of the data. Likewise, consider a DID setting with one treated cluster, as in Section 3.1. If we have many observations per cluster, then the results may remain robust to the removal of small fractions of the data, even though we should expect very large size distortions from inference based on CRVE.
Consider a simple model

\[ y_i = x_i \beta + \epsilon_i, \quad (1) \]

where \( y_i \) is an outcome, \( x_i \) is an \( 1 \times K \) vector of covariates, and \( \beta \) is the parameter of interest. We observe \( \{y_i, x_i\} \) for a sample of \( i = 1, \ldots, N \) observations. Let \( y = [y_1 \ldots y_N]' \), \( X = [x_1 \ldots x_N]' \), and \( \epsilon = [\epsilon_1 \ldots \epsilon_N]' \).

It is well known that the OLS estimator for \( \beta \) is unbiased if we assume that \( E[\epsilon | X] = 0 \). Moreover, it is possible to draw finite sample inference if we impose strong assumptions on the errors, such as normality, homoskedasticity, and non-autocorrelation (e.g., Greene (2003)). Relaxing those assumptions, however, generally entails difficulties for inference in finite samples. See, for example, discussions about the Behrens-Fisher problem (Behrens (1929), Fisher (1939), Scheffe (1970), Wang (1971), and Lehmann and Romano (2008)).

An often-used alternative to assuming such strong conditions on the errors is to rely on asymptotic theory. For example, heteroskedasticity-robust variance estimator (EHW from hereon), under some assumptions, is asymptotically valid when the number of observations goes to infinity, even when we relax the normality and homoskedasticity assumptions (Eicker (1967), Huber (1967), and White (1980)). Cluster-robust standard errors allow for correlation between observations in the same cluster, and can be asymptotically valid when the number of clusters goes to infinity (Liang and Zeger (1986)). Other alternatives to allow for temporal or spatial dependence include, for example, Newey and West (1987) and Conley (1999).

However, it is not always trivial to determine whether the asymptotic approximations these inference methods are based on are reliable in specific empirical applications. For example, CRVE is generally asymptotically valid when the number of clusters goes to infinity. A crucial question for applied researchers then is: how many clusters are enough for reliable

---

7We consider the properties of the estimator \( \hat{\beta} \) in a repeated sampling framework over the distribution of \( \epsilon \). See Remark 3 for a discussion of the assessment if we consider a design-based approach for inference.
inference using CRVE? While there are some “rules of thumb” for deciding whether or not we have “enough” clusters, this question becomes even more subtle when we take into account that design details, such as variation in cluster sizes and the leverage of covariates, directly impact the quality of such approximations.\footnote{See, for example, \cite{Mackinnon:2017}, \cite{Carter:2017}, \cite{Conley:2011}, \cite{Chesher:1987}, and \cite{Young:2018}.} Therefore, inference based on CRVE may be unreliable even in settings where the number of clusters is usually considered as large enough, so that most researchers would not suspect there is a problem (see, for example, Section 3.3). Moreover, in some cases it may be that the inference method is invalid even asymptotically (see, for example, Section 3.4).

We propose a simple way to assess whether the asymptotic theory that an inference method is based on is correct and/or the asymptotic approximation is reliable. Let the null hypothesis be given by $R\beta = q$, for a $J \times K$ matrix $R$ and a $J \times 1$ vector $q$. The basic idea is to choose a $\tilde{\beta}$ that satisfies $R\tilde{\beta} = q$, and a distribution for the error $\tilde{F}(\epsilon)$ that satisfies the assumptions on the errors for the inference method that is being assessed. In most settings, this distribution can simply be iid standard normal. Then we simulate new datasets $y^b = X\tilde{\beta} + \epsilon^b$, where $\epsilon^b$ is drawn from $\tilde{F}(\epsilon)$, as in a MC simulation or a bootstrap, and for each draw we test the null using the inference method that is being assessed. The assessment is the proportion of times we reject the null using such inference method in a large number of simulations. We discuss alternative options for the distribution of the error in Remarks 1 and 2, and alternative sampling schemes (for example, by resampling covariates instead of errors) in Remarks 3 and 4. We also show in Section 3 examples in which the assessment can be easily modified for cases in which the estimator is not based on OLS.

A step-by-step procedure to calculate the assessment is given by:

- Step 1: choose $\tilde{\beta}$ such that $R\tilde{\beta} = q$, and $\tilde{F}(\epsilon)$ such that the assumptions for the inference method being assessed are satisfied.

- Step 2: do $B$ iterations of this step. In each step:
Step 2.1: draw a random vector $\epsilon^b$ from the distribution $\tilde{F}(\epsilon)$, and generate $y^b = X\tilde{\beta} + \epsilon^b$.

Step 2.2: estimate the model with $y^b$ in place of $y$.

Step 2.3: test the null hypothesis using the inference method that is being assessed for a significance level of $\alpha$. Store whether the null is rejected in this draw.

Step 3: the assessment for this inference method is given by the proportion of the $B$ simulations in which the null is rejected.

A simple code that implements the inference assessment can be found at https://sites.google.com/site/brunoferman/home. This code can be easily modified to accommodate different estimation strategies and alternative sampling schemes. The same idea can also be used to assess the reliability of confidence intervals. For example, consider the case in which $\tilde{\beta}$ is a scalar. In this case, in Step 2.3 we would construct confidence intervals with the method that is being assessed, and store whether these confidence intervals include the parameter $\tilde{\beta}$ chosen in Step 1. This would provide an assessment of the coverage of the confidence intervals.

The data from the simulations in Step 2 is generated by a DGP such that the null hypothesis is valid, and that has the same empirical design (for example, number of observations, $X$, sampling weights, and so on) as the real empirical application, except for the distribution of the errors. By construction, when the number of simulations $B$ goes to infinity, the assessment converges in probability to the size of a test based on such inference method, conditional on the empirical design, but given the distribution of the errors considered in the simulations. Note that, for this assessment, we can consider a number of simulations as large as we want, so we can control the sampling error coming from the simulations. Since $\tilde{F}(\epsilon)$ is chosen to satisfy the assumptions for asymptotic validity of the inference method, we should expect a rejection rate close to $\alpha$ for an $\alpha$-level test if the test is asymptotically...
valid and such asymptotic theory provides a good approximation given the empirical design.\textsuperscript{9} In contrast, we should expect large distortions in the assessment if the asymptotic theory is invalid and/or the asymptotic theory provides a poor approximation given the empirical design.

When we consider a linear model and we are testing a null hypothesis regarding a linear combination of the parameter $\beta$, the estimator considered in Step 2.2, say $\hat{\beta}^b$, is such that $R \hat{\beta}^b - q = R(X'X)^{-1}X'\epsilon^b$, while the residuals of this regression are given by $\hat{\epsilon}^b = (I - X(X'X)^{-1}X')\epsilon^b$. Therefore, $R \hat{\beta}^b - q$ and the residuals in the simulations will be invariant with respect to the choice of $\tilde{\beta}$ (provided $R \tilde{\beta} = q$), and the relative magnitude between $\hat{\beta}^b$ and $\hat{\epsilon}^b$ will be invariant to the scale of the distribution of $\epsilon^b$. This is true even if we do not consider a normal distribution for the errors. Therefore, for most inference methods, the assessment will be numerically invariant to the choice of $\tilde{\beta}$ and to the scale of the distribution of the errors. A non-exhaustive list in which this will be the case include, for example, inference methods based on heteroskedasticity-robust standard errors, cluster-robust standard errors, and the standard errors proposed by Adão et al. (2019) and Borusyak et al. (2018). This will also be the case for bootstrap methods. See Remark 5 for cases in which this may not be the case.

Therefore, in common settings in which we want to test the null that a specific coefficient is equal to zero in a linear model, we can consider a simple case in which $\tilde{\beta} = 0$ and errors are iid normal with variance one. There is no gain in correctly specifying the scale of the errors and how other covariates correlate with the outcome, because the assessment is invariant to these features. In this case, the assessment becomes very easy to implement. We would just have to replace the vector of outcomes in the original data with a vector of iid standard normal random variable. Importantly, the use of normal errors does not necessarily mean

\textsuperscript{9}This is true if the inference method is asymptotically valid conditional on a sequence of $X$. As an example, in Appendix A.1 we show that, under some regularity conditions, inference based on EHW standard errors is asymptotically valid conditional on $X$, given such distribution considered in the assessment. Therefore, we should expect assessments close to $\alpha$ when assessing inference based on EHW standard errors if the asymptotic theory provides a good approximation for the empirical design. See Remark 3 for more details on that.
that we believe errors are normal in specific applications. Rather, we see that as a simple way
to implement an assessment that provides a “low bar” to check if inference is problematic
(see discussions in Remarks 1 and 2 regarding the use of alternative distributions).

Other variations in the distribution for the errors, however, might potentially lead to
different assessments. For example, if the true distribution of the errors has heavier tails
than a normal distribution, then the assessment using normal errors may understate infer-
ence problems. Moreover, as we consider by construction a distribution for the errors that
satisfies the assumptions of the inference method, this assessment would obviously not detect
violations of the inference method related to such specific assumptions. For example, if we
consider the case of clustered standard errors, the assessment would be completely uninfor-
mative about the possibility of correlation across clusters. We also show in Appendix A.2
an example in which the assessment based on homoskedastic errors may actually overstate
inference problems if the true errors are heteroskedastic.

Therefore, we may have that the assessment suggests that the inference method controls
well for size when the true size is larger than $\alpha$. This may happen either because the true
distribution of the errors has different characteristics relative to the distribution considered
in the assessment, or because other assumptions required by the inference method are invalid.
Alternatively, the assessment may suggest relevant over-rejection even when the true size of
the test is good.

Overall, we do not see those as fundamental problems, because we see this assessment
as only a first screening to evaluate whether an inference method is reliable. If we find
large distortions when we consider simulations with, for example, simple iid standard normal
errors, then this should be seen as a strong indicative that the asymptotic theory that justifies
the inference method is unreliable, and that the researcher should, at least, proceed with
cautions. In such cases, the researcher might consider using alternative inference methods,
being careful in case such alternative inference methods rely on stronger assumptions. In
many cases, the assessment we propose sheds some light on important trade-offs related
to asymptotic theory and assumptions when considering alternative inference methods, as we present in the applications in Section 3. Alternatively, researchers may try to justify that alternative simulations that lead to assessments closer to $\alpha$ are more reasonable in his/her particular application.\textsuperscript{10} Note that the possibility that researchers continue to rely on an inference method even when the default assessment is larger than $\alpha$ does not mean that the use of the assessment is innocuous. In such cases, applied researchers would have to provide convincing evidence that the inference method they consider is reliable, despite being unreliable in a simple setting in which errors are iid standard normal (see discussion in the application considered in Section 3.3).

If instead the assessment is close to $\alpha$, then this would not provide a definite indication that the inference method is reliable. In this case, the researcher would still have to justify that other assumptions/conditions that would not be captured by this assessment are reasonable for the particular empirical application. Importantly, the use of the assessment we propose should not preclude the use of alternative diagnosis methods or alternative simulations that may detect problems it is unable to detect.

In simple examples, as in the one considered in Appendix A.2, it may be possible to derive worst-case scenarios conditional on a set of possible distributions for the errors. However, in more complex applications, the set of distributions we should consider may not be that clear. The advantage of considering the assessment using a simple distribution for the error, such as iid standard normal, is that it is simpler for applied researchers to use the assessment. As we present in the applications from Section 3, despite its simplicity and all potential limitations, a widespread use of the assessment among applied researchers based on such simple distribution can already go a long way in detecting inference problems in a wide range of settings.

Another advantage of considering the assessment based on iid standard normal errors as a

\textsuperscript{10}Alternative simulations may consider, for example, alternative distributions for the errors (see Section 3.3), consider unconditional inference, or treat the covariates as stochastic and the outcomes as fixed, as discussed in Remarks 3 and 4.
default is that it reduces the possibility that researchers look for specific simulations in which the assessment is close to $\alpha$. It is important, though, to have some flexibility to consider the assessment with different simulations, because it may be that alternative simulations better approximate a specific empirical application. However, if we have a setting in which the assessment suggests relevant over-rejection using the default simulation, but does not detect substantial problems in alternative simulations, then the applied researcher would have to justify why his/her empirical application is better approximated by these alternative simulations.

**Remark 1** Considering an iid distribution in more complex settings, such as when we are assessing CRVE, is not as limiting as it may appear at first glance. Consider a setting in which cluster sizes are homogeneous, and we do not have individual-level covariates. If we restrict to multivariate normal distributions for the errors that are iid across clusters, then the assessment would be invariant to changes in the within-cluster correlation. The main idea here is that, while CRVE relaxes the assumption of independence within cluster, it remains asymptotically valid when the number of clusters goes to infinity, even if we consider a distribution for the errors that is iid within clusters. Therefore, considering iid errors for the assessment still provides a first screening on the inference method, while avoiding more complex specifications of within-cluster correlations.

**Remark 2** An advantage of considering the default assessment we propose is that the assessment becomes independent from the realization of the errors in the real data. Therefore, the true size of the test would be the same whether we condition on a good assessment or not. In contrast, if we consider more complex simulations in which we attempt to learn about the distribution of the errors based on the estimated residuals, then conditioning on a good assessment may affect the size of the test, and may even exacerbate over-rejection problems. We present in Appendix A.3 examples in which this may happen when we consider

---

11 If we have variation in cluster sizes, then the assessment may vary when we change the intra-cluster correlation for the same reason why heteroskedasticity may change the assessment when we consider EHW.

12 In this case, we consider a test conditional on the covariates $X$. 
two alternatives for the distribution of $\epsilon_i$: resampling with replacement from the estimated residuals, as in a residual bootstrap, or multiplying the residuals by 1 with probability 0.5 and by -1 with probability 0.5, as in a wild bootstrap.

Remark 3 We rationalize the assessment in this section considering uncertainty based on a repeated sampling framework over the distribution of $\epsilon_i$ in equation (1). This differs from a design-based approach considered by Abadie et al. (2020) and Abadie et al. (2017), where potential outcomes are fixed, and uncertainty comes from the assignment of $x_i$ and from a random sampling from the finite population. In their setting, if we consider the case in which $x_i \in \{0, 1\}$, then EHW standard errors would be asymptotically valid when $N_1$ and $N_0$ increase, although they may be conservative depending on the estimand of interest. Note, however, that EHW standard errors are also asymptotically valid under a repeated sampling of $\epsilon$ conditional on $X$ exactly when $N_1$ and $N_0$ increase. Likewise, Adão et al. (2019) consider a repeated sampling framework for shift-share designs in which the shocks are stochastic, while potential outcomes are fixed. As we show in Section 3.2, however, their inference method would also be asymptotically valid in a framework where we condition on $X$ and resample errors. These examples show that the assessment resampling errors may be informative about whether we should proceed with caution, even when we have a design-based approach for uncertainty in mind.

Remark 4 Related to Remark 3, alternative simulations based on finite population settings in which $X$ is considered as stochastic and $Y$ is fixed has been used, for example, by Chaisemartin and Ramirez-Cuellar (2019) in the context of stratified field experiments. They consider permutations of the treatment assignment, and then evaluate an inference procedure in each permutation. However, they consider such simulations in the context of a methodological paper, and not as a recommendation for applied researchers to evaluate inference methods in their specific applications. The fact that they find many published papers with inference problems — together with the evidence from Young (2018) — provides clear evidence that the use of such simulations to assess inference methods is not widespread.
among applied researchers, even when we restrict to papers based on field experiment. Likewise, Adão et al. (2019) consider simulations to check the reliability of different inference methods in shift-share design applications considering $X$ as stochastic. Again, such simulations are considered in the context of a methodological paper, and not as a recommendation for applied researchers. Moreover, as we discuss in Section 3.2, there are a couple of subtleties in the use of such simulations in a shift-share design setting. Overall, the assessment we propose is more straightforward to use in applications in which the researcher does not know the distribution of $X$. We stress that the use of the assessment based on resampling errors does not preclude the use of alternative assessments, for example, based on resampling covariates. As we show in Section 3.2, the set of problems an assessment is able to detect depends on how it is constructed. Therefore, we indicate the assessment resampling errors as only a first screening, and we emphasize that it should not preclude the use of alternative assessments.

**Remark 5** As shown above, in common applications the assessment is invariant to scale changes in the distribution of the errors, and to the choice of $\tilde{\beta}$ (provided the null is valid). This property also holds, for example, for the nearest neighbor matching estimator, considered in Section 3.5. However, this property may not hold in non-linear models or in settings in which the null is a non-linear function of the parameters. In such settings, we recommend that $\tilde{\beta}$ is chosen as a constrained estimator where the null is imposed, and that the scale of the errors is estimated from the residuals. Overall, this means that, in such settings, there would be additional reasons why the assessment may differ from the true size of the test being assessed.

**Remark 6** We also recommend that the researcher presents the assessment for different significance levels. As we show in Section 3.2, it is possible that the assessment looks good when $\alpha = 0.05$, but uncovers large over-rejection when $\alpha = 0.1$. Therefore, checking different significance levels can provide a more accurate assessment of the inference method. One
possibility is to consider the distribution of p-values in the simulations, which should be close to uniform $[0, 1]$ if the inference method is reliable.

**Remark 7** In case the assessment detects a relevant over-rejection for a given inference method, one possibility is to use the simulations to adjust the critical value of the test, so that it controls for size. By construction, this strategy would generate a test with correct size if the distribution for the errors used in the simulations were correct. However, this approach should be considered with caution, because we will generally have no guarantee that the distribution of the errors chosen for the simulations is the correct one. More generally, the main goal of the assessment is to warn about the possibility that an inference method is unreliable, and not to be a general solution to inference problems. The idea is that, if this first screening suggests a problem, then applied researchers should consider the use of alternative inference methods that are more suitable for their specific application, carefully analyzing the assumptions that such alternative inference methods rely on. In case no suitable existing inference method is available in a given setting, then the assessment would indicate that new inference methods should be developed for such settings.

## 3 Applications

We consider the use of the assessment in a series of applications. First, we consider in Section 3.1 the case of DID with few treated clusters. In Section 3.2, we consider the case of shift-share designs. In Section 3.3, we consider the case of weighted OLS. We then consider in Section 3.4 the case of stratified randomized control trials. Finally, we consider in Section 3.5 the case of matching estimators. Overall, these empirical applications provide clear evidence that, despite being a simple idea and despite its limitations, the widespread use of this procedure has the potential of making scientific evidence more reliable.

Since the idea of the assessment is to check whether the inference method is reliable for a given sample size, it would generally not be possible to consistently estimate the distribution of the errors.
3.1 Differences-in-Differences with Few Treated Clusters

As a first empirical illustration of potential problems that the inference assessment would be able to detect, and also of potential problems that the assessment would fail to detect, we consider an analysis of the Massachusetts 2006 health care reform. This reform was analyzed in a series of papers using a DID design in which MA is the treated state (Sommers et al. (2014), Miller (2012), Niu (2014), Courtemanche and Zapata (2014), and Kolstad and Kowalski (2012)). For example, Sommers et al. (2014) consider a DID design comparing 14 Massachusetts counties with 513 control counties that were selected based on a propensity score to be more similar with the treated counties. They found a reduction of 2.9%-4.2% in mortality in Massachusetts relative to the controls after the reform, and they reported standard errors clustered at the state level (they also considered standard errors clustered at the county level in their online appendix). Their inference procedures were then revisited by Kaestner (2016), and then by Ferman (2020). Kaestner (2016) considered randomization inference tests at both the state and county levels. He found substantially larger p-values, concluding that there is no evidence that the reform caused significant reductions in mortality. Ferman (2020) showed that the p-values from Kaestner (2016) were over-estimated due to variation in population sizes, but under-estimated due to spatial correlation (in the case of randomization inference at the county level), also concluding that the evidence is not statistically significant.

We first apply the assessment to the inference methods considered by Sommers et al. (2014). When we consider clustering at the state level, the assessment using simple iid normal errors indicates a rejection rate of 63%. Therefore, this simple assessment would have provided an immediate conclusion that such inference procedure is not reliable, and that alternative inference methods should be considered. Importantly, a series of other papers

---

14 The propensity score used age distribution, sex, race/ethnicity, poverty rate, median income, unemployment, uninsured rate, and baseline annual mortality as predictors. We take this first selection step as given in our analysis. We find similar results if we consider a DID regression using all counties, so that there is no pre-selection of control counties.
analyzing the Massachusetts 2006 health care reform rely on similar research designs, and are subject to the same problem of presenting standard errors that are severely underestimated. In addition to presenting results based on CRVE, Kolstad and Kowalski (2012) also consider confidence intervals based on block bootstrap. Block bootstrap is one of the recommendations from Bertrand et al. (2004) for taking serial correlation into account in DID settings. However, in settings with only one treated cluster, this method leads to substantial over-rejection. The assessment we propose would also be able detect that this bootstrap method is unreliable in this setting.

Interestingly, the timing of these publications reveals a potential lag from the time in which inference problems are uncovered in econometrics papers, and the widespread knowledge of these conclusions for applied researchers, editors, and referees. In this particular example, the problem in considering clustered standard errors at the state level with few treated clusters was discussed at least since Conley and Taber (2011). This simple example highlights that the assessment may be used to easily detect problems in inference methods even before econometrics papers are written uncovering such problems, and may remain important for preventing problems even after such econometrics papers have been published. In the first case, the assessment should prompt new developments in econometrics to deal with such problems, while in the second case it should lead applied researchers to consider alternatives that are more suitable to their specific applications. This example also illustrates that scientific evidence on important topics can be based on misleading inference, even after going through peer-review processes.

Given the conclusion that CRVE at the state level is unreliable, researchers should consider alternative methods that do not rely on an asymptotic theory in which the number of treated states goes to infinity. Such alternatives, however, generally rely on stronger assumptions on the errors. Importantly, the inference assessment will not generally be informative.

\footnote{This is the case for Miller (2012), Niu (2014), Courtemanche and Zapata (2014), and Kolstad and Kowalski (2012). In addition to presenting results based on CRVE, Courtemanche and Zapata (2014) also present inference based on a permutation test, similar to what was proposed by Kaestner (2016).}
about whether such stronger assumptions on the errors are valid, because the errors used in
the assessment must satisfy the assumptions in which the inference method rely on. Therefore, researchers should provide other arguments or evidence specific to their application to justify the validity of such assumptions, as we discuss below.

For example, considering cluster at a finer level (in this case, at the county level) would rely on an asymptotic theory in which the number of treated counties goes to infinity, but would not allow for state-level shocks. The assessment would be informative about whether 14 treated counties is enough for such asymptotic approximation to be reliable. In this case, the assessment for a 5% test is around 10%, still suggesting some over-rejection, but at a much lower degree relative to CRVE at the state level. However, the assessment would be mute about the possibility of state-level shocks.\footnote{Note that by allowing the distribution of the errors in the simulations to have state-level shocks, we could find an assessment as close to one as we want. We would just have to increase the variance of the state-level shocks. We do not see that as informative, unless we have some information on how large state-level shocks may be relative to the idiosyncratic shocks.} In this case, Ferman (2020) proposed another assessment, which is specific for this kind of settings to detect spatial correlation, that detected that clustering at the county level would not be reliable due to spatial correlation in this application.

Another alternative could be relying on randomization inference type of procedures. Conley and Taber (2011) propose an inference method that is similar in spirit to the idea of permutation tests, and is valid in DID settings if errors are iid across units. Therefore, if we consider an assessment based on iid errors for the method proposed by Conley and Taber (2011) (or a permutation test), then we would trivially have an assessment close to 5%. However, as discussed above, there would still be potential problems that the assessment would not capture. If we consider Conley and Taber (2011) at the county level, then state-level shocks would invalidate an important assumption of this method, as in the case in which we consider CRVE at the county level. Moreover, whether we consider Conley and Taber (2011) at the state or county level, variation in population sizes would likely lead to heteroskedasticity in the state-time aggregate model, which would also invalidate this method.
(Ferman and Pinto, 2019). Therefore, checking whether population sizes are heterogeneous would indicate whether this is a problem.

The alternative inference method proposed by Ferman and Pinto (2019) at the state level corrects for heteroskedasticity generated by variation in population sizes, but does not allow for unrestricted heteroskedasticity. This is again an important restriction on the errors that would not be detected by the assessment. In a recent paper, Hagemann (2020) proposes an interesting alternative that allows for unrestricted heteroskedasticity, even when there is only a single treated cluster. However, relaxing this assumption on the errors generally comes at a cost of lower power, particularly when we expect that the treated state has a relatively lower variance. In this particular application, we find no evidence of statistically significant effects of the Massachusetts 2006 health reform at usual significance levels, whether we consider the methods proposed by Ferman and Pinto (2019) or Hagemann (2020).

More generally, if we have $N_1$ treated and $N_0$ control states, then there would be important trade-offs between relying on CRVE at the state level (which imposes weaker assumptions on the errors, but relies on large $N_1$ and $N_0$) and the other approaches we considered above (which impose stronger assumptions or may have lower power, but do not require large $N_1$). However, whether $N_1$ is “large enough” to rely on CRVE is not something well defined. The assessment can shed some light on this trade-off, and help applied researchers decide on which inference method to use. If the assessment for CRVE is close to 5%, then we would have some support to use this method. Since inference based on CRVE relies on weaker assumptions and/or has more power relative to alternatives that are valid with fixed $N_1$, it should be preferred in case it is reliable. Importantly, $N_1$ and $N_0$ will generally not be the only characteristics of the empirical application that matter for determining whether the asymptotic approximations for CRVE are reliable. Other characteristics, such as covariates (see Section 3.4), sampling weights (see Section 3.3), and others may also be relevant. The assessment takes all of those characteristics into account.

Overall, the assessment provides a simple and widely applicable way of detecting some
problems related to inference methods. By being simple and applicable to a wide range of applications, it can be widely used by applied researchers, providing a first check on whether an inference method is reliable. However, we emphasize that there may be other potential problems that the assessment would not detect. In these cases, detecting such problems would require a deeper introspection on the assumptions the inference method relies on, and/or other assessments that would be specific to the particular application, as we described above.

3.2 Shift-share designs

Shift-share designs are regression specifications in which one studies the impact of a set of shocks (shifters) on units differentially exposed to them, with the exposure measured by a set of weights (shares). Prominent examples include Bartik (1991), Blanchard and Katz (1992), Card (2001), and Autor et al. (2013).

Adão et al. (2019) show that inference based on heteroskedasticity-robust or cluster-robust standard errors, which are commonly used in such applications, can lead to over-rejection if units with similar shares have correlated errors, or if the treatment effects are heterogeneous. Adão et al. (2019) and Borusyak et al. (2018) propose interesting alternatives to estimate the standard errors in this settings, which allows for heterogeneous treatment effects and for units with similar shares to have correlated errors. They show that their standard errors are asymptotically valid when the number of shocks goes to infinity, if the size of each shifter becomes asymptotically negligible. Another assumption their method relies on is that shocks are independent. This assumption can be relaxed to allow for correlated shocks within specific clusters of sectors. In this case, however, the asymptotic theory would be based on the number of clusters of sectors — not the number of sectors — going to infinity. Therefore, similar to the case of CRVE, there is a trade-off between relaxing the assumption on the correlation of shocks, and having fewer “clusters of shocks” to estimate the standard errors. Overall, it may not be trivial to determine whether such asymptotic
theory — which depends not only on the number of shocks, but also on the relevance of each shock — provides a good approximation in specific empirical applications. We show that the assessment can be informative in this setting.

The theory behind the inference method proposed by Adão et al. (2019) is based on resampling shocks, while holding potential outcomes as fixed. We can easily adapt the assessment to consider simulations with random draws of the shocks. In this setting, this is what Adão et al. (2019) do in their simulations. The assessment, in this case, can be interpreted as the rejection rate of a given inference method when the distribution of shocks is the one considered in the assessment. Alternatively, we can continue to construct the assessment based on resampling errors, by simply replacing the outcome variable with an iid standard normal random variable. In Appendix A.4, we show that the inference method proposed by Adão et al. (2019) is also asymptotically valid in this sampling framework exactly when the number of shocks goes to infinity and the size of each shifter becomes asymptotically negligible. Therefore, a default assessment based on resampling errors and conditional on covariates would still be informative about whether this inference method is reliable in specific applications, even though the original theory that justifies this method is based on resampling shocks.\footnote{Similar to the discussion in Remark 1, the idea here is that, while these standard errors are robust to spatial correlation, they remain valid when errors are iid. In this case, the idea of the assessment resampling errors is to inform whether the asymptotic theory — which depends on the number of sectors going to infinity whether errors are spatially correlated or not — provides a good approximation to specific applications.} We consider both alternatives to construct the assessment. Importantly, as we show below, one should be aware about which potential problems for the inference methods the assessment would detect, and which problems it would not detect, depending on how it is constructed.

We consider three different applications of shift-share designs. The first one, from Autor et al. (2013), studies the effects of changes in sector-level Chinese import competition on labor market outcomes across U.S. Commuting Zones. This is one of the empirical applications considered by Adão et al. (2019). The second one exploits the 1990 trade liberalization in Brazil as a natural experiment, which has been used in a series of papers (e.g., Kovak (2013),
Dix-Carneiro and Kovak (2017), and Dix-Carneiro et al. (2018)). Finally, we also consider an application from Acemoglu and Restrepo (2020), who estimate the effects of exposure to robots on local labor market outcomes.

We first present in Table 1 the inference assessment for CRVE, which is the inference method originally considered in these applications. When we consider the assessment based on resampling shocks for a 5%-level test, we find large over-rejection for the specifications considered in columns 1 to 6, ranging from 27% to 70%.\footnote{We consider iid standard normal shocks. As discussed in Section 2, we could potentially consider alternative distributions for the shocks. For example, Borusyak and Hull (2020) consider a wild bootstrap to approximate better the true DGP of the shocks in their simulations. We stress, however, that the main goal of the inference assessment is not to recover the true distribution of the test, but to assess whether the inference method is reliable. See also Remark 2 for potential problems in running the assessment with a distribution for the errors based on the idea of a wild bootstrap.} This is the same kind of exercise considered by Adão et al. (2019). Not surprisingly, we find similar results. However, differently from Adão et al. (2019), we do not take that as direct evidence that CRVE leads to such substantial distortions in test size in these applications. As we formally show in Appendix A.5, such simulations may confound the true treatment effect of the shift-share variable with spatially correlated shocks. Therefore, we may find size distortions in such simulations even when errors are not spatially correlated.

An interesting way to assess whether spatially correlated errors pose significant distortions for CRVE is to resample shocks in simulations with placebo outcomes that could share the same correlation structure of the real outcome for the error, but that are not correlated with the shift-share variable. For example, one could consider pre-shock measures of the outcome variable $y_i$. This is similar in spirit to the idea of pre-testing in differences-in-differences applications (see, for example, Roth (2019) and Ferman (2019)).\footnote{Roth (2019) shows that, in the DID setting, pre-testing may exacerbate the problem of violations of parallel trends in case it fails to detect such violations due to sampling noise. In contrast, if parallel trends hold, but CRVE is invalid due to spatial correlation, then Ferman (2019) shows that failing to detect spatial correlation problems does not exacerbate the over-rejection problem.} In this case, the true treatment effect would be zero, and the simulations with random shocks would not confound treatment effects with spatial correlation. Such assessment, however, would not be informative about the possibility of over-rejection due to heterogeneous treatment effects.
We present in columns 7 and 8 of Table 1 the inference assessment for CRVE for the placebo exercise considered by Acemoglu and Restrepo (2020), where they estimate the relationship between exposure to robots and labor market outcomes before 1990. In this case, the inference assessments become closer to 5%. This is consistent with the argument that the assessment when we consider the effects on labor market outcomes after 1990 over-estimates the relevance of spatially correlated shocks. For these placebo outcomes, we still find some over-rejection for the specification without population weights (around 11% for a 5% test), and a larger over-rejection for the specification with population weights (around 26% for a 5% test). While this could indicate presence of spatially correlated shocks, note that we also find similar over-rejection when the assessment is constructed based on resampling errors. This suggests that the over-rejection we detect in this case comes mainly from the number of clusters not being large enough. In this case, Acemoglu and Restrepo (2020) would still reject the null with a p-value smaller than 0.01 when considering the specification from column 5, which is relatively more reliable (Appendix Table A.1). We analyze the differences between considering standard and weights OLS in more detail in Section 3.3.

Differently from CRVE, an important advantage of the method proposed by Adão et al. (2019) and Borusyak et al. (2018) in this setting is that it allows for presence of not only spatially correlated shocks, but also heterogeneous treatment effects. Therefore, if reliable in a given application, these methods should always be preferred relative to other alternatives. However, it is not trivial to determine whether the asymptotic theory these inference methods rely on provides a good approximation. We show that the assessment we propose can be informative in this case.

Adão et al. (2019) propose two alternatives for the estimation of their proposed standard errors. One in which the residuals used to estimate the standard errors are based on the original regression without imposing the null (we call that AKM), and another one in which they impose the null imposed to estimate the residuals (AKM0).\textsuperscript{20} For the specifications

\textsuperscript{20}Borusyak et al. (2018) also consider a version of their inference method with the null imposed.
based on Autor et al. (2013), the assessments based on resampling shocks are close to 5%, particularly when we impose the null. These results replicate the findings from Adão et al. (2019). The assessment resampling errors, however, indicates some over-rejection when we consider the standard errors without imposing the null. As we show in Appendix A.4, this assessment should be close to $\alpha$ if we have many sectors that are asymptotically negligible, and if the sequence of realized shocks is consistent with an underlying distribution of shocks that are independent across sectors (Assumption A.3.(iii) in Appendix A.4). The assessment resampling shocks considers, by construction, shocks independent across sectors, while the assessment resampling errors does not impose this condition. Therefore, contrasting the two types of assessments, this suggests that the assumption that shocks are independent should be considered with caution. More generally, this example illustrates that different assessments may detect different problems. Therefore, it is crucial to understand the set of problems an assessment is able to detect, depending on how it is constructed. Moreover, since different assessments may detect different problems, this example highlights that the assessment we propose should be seen as only a first screening, and should not preclude the use of alternative assessments.

When we consider the use of these inference methods for the other two applications, the assessments suggest more severe problems. When the null is not imposed, we find over-rejections ranging from 21% to 79% for a 5%-level test, whether we consider the assessment resampling shocks or errors. Note that this inference method is similar to the one proposed by Borusyak et al. (2018), which was considered as a robustness by Acemoglu and Restrepo (2020). In this application, we find assessments of 35% and 43%, depending on the specification. Therefore, in this application, inference based on CRVE (as Acemoglu and Restrepo (2020) consider in their main tables), seems to be more reliable than the new inference methods, especially when we consider the OLS regressions with no population weights.

When the null is imposed, the assessment is generally greater than 11% for the specifications based on Dix-Carneiro et al. (2018) and Adão et al. (2019). An exception is the
specification considered in column 4, which indicates an assessment of 3.4% (2.9% for the assessment based on resampling errors). While at first glance this would suggest that AKM0 can be reliably used in the specification considered in columns 4, note that we would find a rejection rate of almost 19% if we considered a 10%-level test (49% for the assessment based on resampling errors).

To analyze that further, we present in Figure 1 the cdf of p-values in the simulations from the specification considered in column 4, when we use AKM0. If the asymptotic theory is valid, and the asymptotic approximation is good, then we should expect that the distribution of p-values follow an uniform [0, 1] random variable. In this case, imposing the null leads to under-rejection when we consider a 5%-level test, as presented in Table 1, but large over-rejection if we consider tests with a larger significance level. The intuition for this result is that, by imposing the null, the further away $\hat{\beta}$ (the unrestricted estimator) is from the null, the larger the sum of squared residuals when the null is imposed. Therefore, the variance of $\hat{\beta}$ will be over estimated exactly for the cases in which $\hat{\beta}$ is large, generating a downward bias on the rejection rates under the null that counterbalances other potential upward biases in the test. This effect will be particularly relevant when $\hat{\beta}$ is further away from the null, which is exactly the cases in which the test would reject at a low significance level. This is why we find under-rejection when $\alpha$ is lower and over-rejection when $\alpha$ is higher. Since we cannot guarantee that the threshold in which this test is conservative would be the same if we considered the true distribution for the shocks, we take that as a strong evidence that this inference method is not reliable in this application.

Overall, these results suggest that it is not trivial to determine whether different inference methods are reliable in shift-share designs. If the methods proposed by Adão et al. (2019) and Borusyak et al. (2018) prove reliable, then they should be preferred relative to other alternatives, as they impose less restrictive assumptions on the errors and on the treatment effects. In some cases, however, CRVE may be more reliable, as we show for the application from Acemoglu and Restrepo (2020). Other alternative in this case would be the randomiza-
tion inference type of test proposed by Borusyak and Hull (2020). The test they propose has the advantage of being valid with few or concentrated shocks, but requires specification of the shock assignment mechanism. This may be the only alternative if the inference methods proposed by Adão et al. (2019) and Borusyak et al. (2018) are unreliable, and we do not have evidence to support that CRVE would be reasonable. Overall, here again we have to deal with non-trivial trade-offs in terms of asymptotic theory and assumptions when selecting among different inference methods, and the assessment we propose can be used to shed some light on which inference method should be used in such applications.

3.3 Weighted OLS

As we show in Section 3.2, the assessments for CRVE resampling errors suggest substantially more distortions in the weighted OLS specifications for the applications from Dix-Carneiro et al. (2018) and Acemoglu and Restrepo (2020). This suggests the possibility of very large distortions when using CRVE with weighted OLS, even when we have a reasonably large number of clusters, and when the assumptions on the errors are valid.

To understand how weights may affect the quality of asymptotic approximations, consider a sample \( \{Y_i\}_{i=1}^N \), where \( Y_i \overset{iid}{\sim} N(0, 1) \). We estimate the mean of \( Y_i \) with a weighted average, where the first half of the observations receives weight of one, and the other half receives weight of \( W > 1 \). In this case, when \( W \to \infty \), this essentially means that this weighted average would only be based on \( N/2 \) observations, implying that asymptotic approximations would be poorer, particularly if \( N \) is not very large. For example, simulating a t-test using the asymptotic critical value in this setting with \( N = 10 \) and \( W = 10 \), we find rejection rates of 8% when we do not use weights, and 13% when we consider a weighted average. This is consistent with our findings in Section 3.2.

However, one of the reasons for using sampling weights may be that observations with lower variance should receive larger weights, in order to improve precision. This may be the case, for example, when weights are given by population sizes. In this case, this may com-
pensate part of the rationale above on why sampling weights may lead to poorer asymptotic approximations. In the example above with \( N = 10 \) and \( W = 10 \), if \( Y_i \overset{iid}{\sim} N(0, 0.1) \) for the observations that received weight \( W = 10 \), then the rejection rate using the weighted average would be 11%, slightly lower than the rejection rate we had when observations were homoskedastic. However, the test using simple average would still have a lower over-rejection in this case (7.6%). When \( N \) increases, all of those test, whether we use homoskedastic or heteroskedastic errors, and whether we use simple or weighted averages, converge to have a rejection rate of 5%.

In light of this simple example, we revisit the applications from Dix-Carneiro et al. (2018) and Acemoglu and Restrepo (2020), analyzed in Section 3.2. We abstract from the possibility of spatial correlation in shift-share designs, so we can focus on the consequences of using weighted OLS when inference is based on CRVE, even when the assumptions for CRVE are valid. We consider the assessment resampling errors.

In both applications, \( Y_i \) are averages for a given region level, and weights are given by population sizes. The first line of Table 2 presents the assessment using homoskedastic errors. Again, we find evidence of relevant over-rejection, particularly when we consider weighted OLS. If we had that the individual-level errors were independent within region, then we should expect that the variance of \( Y_i \) would be proportional to \( 1/M_i \), where \( M_i \) is the population of region \( i \). We present in the second line of Table 2 the assessment in which errors are normally distributed with variance \( 1/M_i \). For the specification from Acemoglu and Restrepo (2020), the assessment continues to suggest large distortions for the weighted regressions, but much lower than when we consider homoskedastic errors. For the weighted regression from Dix-Carneiro et al. (2018), the assessment based on heteroskedastic errors would suggest that the inference method is reasonably reliable (\( \approx 7\% \)), providing more support to rely on such inference method than when we consider the assessment based on homoskedastic errors (\( \approx 15\% \)).

This means that the assessment based on homoskedastic errors for the weighted OLS
specification from Dix-Carneiro et al. (2018) may incorrectly suggest that CRVE is more unreliable than it actually is. As discussed in Section 2, if the applied researcher can convincingly argue that the heteroskedastic errors better approximate his/her empirical application, then he/she would have some support to rely on CRVE in this setting. In this case, however, this would depend on whether the researcher can convincingly provide such evidence.

If we observed the errors $\epsilon_i$, and $\epsilon_i \sim N(0, b/M_i)$ for some constant $b$, then a regression of $\epsilon_i^2$ on a constant and $1/M_i$ would provide unbiased estimators for zero and $b$. Since we do not observe $\epsilon_i$, we can consider instead the residuals $\hat{\epsilon}_i$, and regress $\hat{\epsilon}_i^2$ on a constant and $1/M_i$. A problem here is that, with a finite number of observations, these estimators may not be unbiased. Still, this provides some evidence on whether the heteroskedastic distribution for the errors considered in the assessment is reasonable. When we consider this regression, we find estimators for $b$ that are positive (confirming the intuition that regions with larger populations have lower variance), but we can strongly reject the null hypotheses that the constants are equal to zero. If we consider the assessment with errors $\epsilon_i \sim N(0, \hat{a} + \hat{b}/M_i)$, where $(\hat{a}, \hat{b})$ are the OLS estimator of $\hat{\epsilon}_i^2$ on a constant and $1/M_i$, then the assessment would be closer to the case in which errors are homoskedastic (third line of Table 2). Therefore, in this case, we would not have strong evidence that inference based on CRVE is reliable, even though there are some distributions for the errors in which the assessment would be relatively close to 5%.

Importantly, in settings in which the researcher is able to provide some support that the distribution for the errors used in the assessment that is closer to 5% is more reasonable, whether we would like to conclude that the inference method is reliable depends on how conservative we want to be regarding the possibility of concluding that the inference method is reliable when it may actually be unreliable. Note that such differences depending on whether errors are homoskedastic or heteroskedastic only arise because the number of clusters is not very large. If we had a larger number of clusters, then the assessments would be close to 5% irrespectively of whether we use weighted OLS, and of whether we use homoskedastic or
heteroskedastic errors. We present that in Panels B and C of Table 2, where we replicate the structure of the empirical application, and consider the clusters between different replications as independent (so we have two or four times the number of clusters relative to the original application).

Overall, this example highlights that researchers should have some room for considering alternative distributions for the errors instead of fixing a default of iid standard normal when constructing the assessment. However, departures from such default should be well justified by the applied researchers. As we present in this example, whether it is reasonable to focus on the assessment using heteroskedastic errors depends crucially on specific details of the application.

3.4 Stratified randomized control trials

As another empirical application, consider a setting in which we have a total of \( N \) schools, and those schools are divided into \( S \) strata of \( G \) schools each, so \( N = G \times S \). For each strata, exactly half of the schools receive treatment, while the other half are assigned as controls. For simplicity, consider that each school has \( n \) students. A sensible approach in this setting is to estimate the treatment effect using OLS regression of the outcome on a treatment dummy and strata fixed effects. It is well-known that one should take into account that the error term is likely correlated among students within the same schools. In this case, one could consider relying on CRVE at the school level. However, Chaisemartin and Ramirez-Cuellar (2019) show that inference based on CRVE at the school level in this case leads to significant over-rejection when \( G \) is small. They recommend clustering at the strata level to solve this problem.

We present a simple Monte Carlo study to show that the assessment can be informative in this setting. First, we show that the assessment would easily detect the problem raised by Chaisemartin and Ramirez-Cuellar (2019) for the case of small \( G \). Given the evidence from Section 3.1, we expect that a number of papers will continue to circulate without correcting
for this problem, even after it has been presented in an econometrics paper. Therefore, if widely used by applied researchers, we expect that the assessment will remain relevant to prevent papers from circulating based on misleading inference due to this problem. In this case, applied researchers would find an assessment larger than \( \alpha \), and this should lead them to consider econometrics papers that discuss this issue, accelerating the diffusion of this knowledge.

Moreover, we show that clustering at the strata level comes at a cost. While clustering at the strata level corrects for this finite \( G \) problem, this means a fewer number of clusters to estimate the variance. We show that the assessment can be informative about which of the inference methods would be more reliable, if any, given the design of the empirical application. Also, in more complex designs the number of clusters would not be the only relevant variable to determine whether such asymptotic approximation should be reliable. As explored by MacKinnon and Webb (2017) and Carter et al. (2017), for example, such approximations become poorer when there are large variations in cluster sizes. See also the discussion from Conley and Taber (2011), Ferman and Pinto (2019), and MacKinnon and Webb (2019) for cases in which there is a large number of clusters, but there are only few treated clusters. Moreover, inclusion of covariates — in particular those that vary at the school level — effectively reduces the number of degrees of freedom for the estimation of the standard errors, implying that a larger number of clusters should be necessary so that such asymptotic approximations become reliable. This is related to the discussion on leverage, considered by Chesher and Jewitt (1987). The assessment takes all of these features into account.

We consider simulations where we vary the total number of schools \( N \in \{12, 20, 40, 100, 400\} \). In all cases, we set \( n = 10 \). In panel A of Table 3, we consider the case in which schools are stratified in pairs. In column 1, we present the assessment if we consider for inference CRVE at the school level. We rely on the default assessment, by resampling the outcome variable from iid standard normal random variables. When there are 12 schools, the assess-
ment would suggest a rejection rate of 23% for an 5%-level test. This could reflect that the inference method is not asymptotically valid and/or the asymptotic approximation is poor given a research design with 12 schools divided in 6 strata. When we consider a setting with 400 schools, we still find a significant over-rejection, which is consistent with the theoretical result from Chaisemartin and Ramirez-Cuellar (2019), showing that CRVE calculated in this Stata command is not asymptotically valid. Note that calculating the effective number of clusters proposed by Carter et al. (2017) would not detect a problem, since the problem in this case is related to the way the CRVE is calculated.

In column 2 of Table 3, we present the assessment when we consider inference based on CRVE at the strata level. In this case, we find over-rejection (10%) when there are 12 schools. However, when the number of strata increases, the assessment becomes close to 5%. For example, it is 6% when there are 100 schools, and 5.11% when there are 400 schools. This is consistent with the fact that such inference procedure is asymptotically valid, but that 12 schools do not provide a large enough sample so that this asymptotic approximation becomes reliable.

In settings with very few strata, Chaisemartin and Ramirez-Cuellar (2019) recommend using randomization inference. This is indeed an interesting alternative when the number of strata is very small, but we recall that randomization inference tests are generally valid in finite samples for a more narrowly defined null hypothesis. Moreover, they do not directly provide standard errors. Depending on the choice of the test statistic, permutation tests may also be asymptotically valid for weaker null hypotheses (e.g., Wu and Ding (2020)). However, considering iid normal variables for the assessment, it would not be informative about whether such permutation tests are reliable for weaker nulls. Finally, depending on the estimand of interest, the researchers should cluster at different levels to take uncertainty into account (e.g., Abadie et al. (2017) and Deeb and de Chaisemartin (2020)). Therefore, there are some gains in considering cluster-robust standard errors, if they are reliable, even when exact randomization inference methods are available.
In panel B, we consider a case in which the \( N \) schools are divided into \( S \) strata of \( G = 4 \) schools each. As expected, the assessment presents a lower over-rejection relative to the case of paired experiments when we consider CRVE at the school level. However, we still detect over-rejection even when \( N \) is very large. When we consider inference based on CRVE at the strata level, the assessment shows that such inference method is reliable when \( N \) is very large. However, it detects a larger over-rejection for \( N \leq 40 \) relative to the case with paired experiments. This is consistent with the intuition that, for a given \( N \), the number of clusters is larger in paired experiments. Therefore, a larger \( N \) is necessary so that the asymptotic approximation becomes reliable when we consider \( G = 4 \). Finally, in panel C we present the extreme case in which \( N \) schools are divided into \( S = 2 \) strata. In this case, the assessment detects that CRVE at the strata level becomes unreliable even when \( N \) is large, which is consistent with the fact that we have only two clusters to estimate the CRVE in this case. In contrast, the assessment suggests that inference based on CRVE at the school level is reliable in this case when we have \( N \geq 40 \).

We also consider the case in which there are five school-level covariates in the model. For each \((N, S, G)\) cell, we generate one single draw for such school-level covariates, and then proceed with the simulations to calculate the assessment conditional on this draw for the covariates.\(^{21}\) We present the assessments for the case with covariates in columns 3 and 4. In this case, the assessment detects that the inference methods that are asymptotically valid when \( N \to \infty \) (CRVE at the strata level in Panels A and B, and at the school level in Panel C) remain reliable when \( N \) is very large. However, it also detects that a larger \( N \) is necessary so that the inference methods remain reliable relative to the case without covariates. For example, when \( N = 20 \) in paired experiments, the assessment indicates an over-rejection of 7.4% for the case without covariates, but 27% for the case with covariates.

The results presented in columns 3 and 4 from Table 3 are based on one single draw of the school-level covariates for each \((N, S, G)\) cell. We consider now whether different

\(^{21}\)This draw was generated from five independent standard normal variables at the school level.
draws of the covariates could lead to different assessments on the quality of the asymptotic approximation. For the setting \((N, S, G) = (40, 20, 2)\), we consider the assessment for 100 different draws of the covariates. We present in Figure 2 the pdf of the assessment in this case. The assessment indicates an over-rejection ranging from 10% to 16%, depending on the specific draw of the covariates. This variation in assessments is not simply generated by the fact that we are considering a finite number (10,000) of simulations in this case. We can strongly reject the null hypothesis that the assessment is the same for all draws of covariates \((p\)-value < 0.01). This shows that the number of schools and the number of school-level covariates are not sufficient to determine the finite-sample distortion we would have if we consider inference based on CRVE at the strata level. The particular draw of the school-level covariates will matter, as it would determine the amount of variation we still have for the treatment variable after we partial out the school-level covariates and the fixed effects. The assessment will be informative about the specific empirical setting at hand, which includes the particular draw of the covariates. For the case of clustered standard errors, Carter et al. (2017) developed an effective number of clusters statistics. We present in Figure 3.A the scatterplot of the assessment measure and the effective number of clusters. The two measures are highly correlated (correlation coefficient of −0.75), showing that the assessment detects a more serious problem for inference exactly when the effective number of cluster is smaller. However, the effective number of clusters proposed by Carter et al. (2017) would not detect a problem with standard errors clustered at the school level, which is detected by the assessment.

When we consider 100 draws of the covariates for the \((N, S, G) = (400, 200, 2)\) scenario, the assessment would be closer to 5%, and would be much less disperse (see Figure 2). In this case, it would range from 5% to 6%, and we cannot reject the null that the assessment is the same for all draws of the covariates \((p\)-value = 0.71). Therefore, most of the variation in the assessments in this setting comes from the fact that we consider only a finite number of simulations. While there is still variation across covariates draws, the number of effective
clusters is always large, which implies that the assessment is close to 5% for all draws (see Figure 3.B). This is consistent with the fact that a test based on CRVE at the strata level is asymptotically valid.

If treatment effects are heterogeneous, then Abadie et al. (2017) and Bai et al. (2019) show that t-tests may be conservative. Importantly, if we consider a distribution for the errors as we did in our simulations, then the assessment would not be able to detect this problem. This is because we are implicitly assuming homogeneous treatment effects in our simulations when we consider a default with iid standard normal outcomes. As we emphasize, the assessment should be seen as a first screening for inference methods, and it will generally not be able to detect all potential problems that inference methods may have. An important advantage of considering an assessment by simply replacing the outcome variable with an iid standard normal variable is that it becomes easier to implement, and becomes widely applicable with minimal adaptation. Considering more complex simulations could potentially uncover other problems. We stress that, being a first screening, the simple assessment we propose does not preclude the use of alternative assessments that may detect problems it would not be able to detect.

### 3.5 Matching estimators

As a final example, we consider the case of matching estimators. Abadie and Imbens (2006) derive the asymptotic distribution of the nearest-neighbor matching estimator when the number of treated and control observations goes to infinity. While they allow for settings in which the number of control observations grows at a faster rate than the number of treated observations, their asymptotic approximations may be unreliable if the number of treated observations is very small, as analyzed by Ferman (2019). In this setting, the assessment can be used to provide some evidence on whether the number of treated observations is sufficiently large so that inference based on such asymptotic approximations is reliable. Since this is not an OLS estimator, it is not possible to follow the exact procedure
outlined in Section 2. However, it is straightforward to adapt this procedure to this setting. For example, in this case one could simply considering iid standard normal draws for the outcome variables. Such assessment would then provide the size of the test based on the asymptotic distribution derived by Abadie and Imbens (2006), given the set of covariates used by the matching estimator, if outcomes followed the distribution considered in the simulations. Importantly, the assessment would not be informative about the finite sample bias of the matching estimator as, by construction, the estimator would be unbiased given this distribution of outcomes.

If the assessment reveals a relevant over-rejection due to a small number of treated observations, then we could consider two alternative inference methods proposed by Ferman (2019), that are asymptotically valid when the number of treated observations is fixed, and the number of control observations goes to infinity. These tests are based on the theory of randomization tests under an approximate symmetry assumption, developed by Canay et al. (2017). One test relies on permutations, while the other relies on group transformations given by sign changes. Importantly, if we consider a setting in which the number of treated observations is fixed and the number of control observations goes to infinity, these tests rely on stronger assumptions on the errors, exposing again relevant trade offs in the choice among different inference methods. In the absence of finite sample bias, these tests would have a size smaller or equal to $\alpha\%$ even in finite samples. However, as Ferman (2019) shows, these tests may be too conservative if there are few group transformations, which would translate into poor power. The number of group transformations will depend on the number of treated observations, the number of nearest neighbors used in the estimation, and the number of shared nearest neighbors across treated observations. In this case, while the assessment for those tests would never be greater than $\alpha\%$, it would be informative about the extent to which these tests are conservative. Overall, the assessment can inform about the potential trade-offs between different inference procedures in a setting of matching estimators with

\[\text{As Ferman (2019) shows, these tests are valid under weaker assumptions if the number of treated observations also increases.}\]
few treated observations.

4 Concluding remarks

We propose an assessment for inference methods that is very easy to implement, and that can be used in a wide range of applications. This assessment can detect problems when the asymptotic theory that justifies an inference method is invalid and/or provides a poor approximation given the design of the empirical application. However, this assessment will not be able to detect all potential problems an inference method may face. Moreover, in finite samples, the applied researcher will generally not have all necessary information to derive the true size of a test. Therefore, we have to consider the possibility of two kinds of errors: (i) that the assessment suggests that the inference method controls well for size when there are relevant size distortions, and (ii) that it suggests significant distortions even when the true size of the test is good.

The possibility that the assessment fails to detect problems should be acknowledge by applied researchers, and means that an assessment close to \( \alpha \) does not immediately guarantees that the inference method is reliable. The researcher should justify and provide evidence that potential problems that are not captured by the assessment are not relevant in their setting. Moreover, an assessment larger than \( \alpha \) using a default distribution for the errors, such as iid standard normal, should be seen as an important warning that such inference method may be unreliable, but does not provide a definite conclusion that it is unreliable. In this case, in order to continue relying on such inference method, the applied researcher should provide a good justification why the inference method remains reliable, despite such evidence from the assessment using a default distribution for the errors. Our example with weighted OLS regressions goes in this direction. An interesting avenue for future research is to identify specific settings in which inference methods are reliable even when the assessment with a default distribution for the errors suggests they are not, and to propose alternative
ways to assess the reliability of such inference methods in these settings.

Overall, as illustrated in a series of applications, despite all potential limitations, the widespread use of this assessment has the potential of making scientific evidence substantially more reliable.
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Table 1: **Shift-share designs - resampling errors**

<table>
<thead>
<tr>
<th></th>
<th>Exposure to robots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>China shock (1)</td>
</tr>
<tr>
<td>CRVE</td>
<td></td>
</tr>
<tr>
<td>5% test</td>
<td>0.273</td>
</tr>
<tr>
<td>10% test</td>
<td>0.369</td>
</tr>
<tr>
<td>AKM</td>
<td></td>
</tr>
<tr>
<td>5% test</td>
<td>0.076</td>
</tr>
<tr>
<td>10% test</td>
<td>0.130</td>
</tr>
<tr>
<td>AKM0</td>
<td></td>
</tr>
<tr>
<td>5% test</td>
<td>0.041</td>
</tr>
<tr>
<td>10% test</td>
<td>0.086</td>
</tr>
</tbody>
</table>

Panel A: Assessment resampling shocks

<table>
<thead>
<tr>
<th></th>
<th>CRVE</th>
<th>AKM</th>
<th>AKM0</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% test</td>
<td>0.102</td>
<td>0.163</td>
<td>0.069</td>
</tr>
<tr>
<td>10% test</td>
<td>0.165</td>
<td>0.235</td>
<td>0.153</td>
</tr>
<tr>
<td>Weighted</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td># of clusters</td>
<td>48</td>
<td>1444</td>
<td>136</td>
</tr>
<tr>
<td># of observations</td>
<td>1444</td>
<td>411</td>
<td>20</td>
</tr>
<tr>
<td># of sectors</td>
<td>770</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td># of clusters of sectors</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
</tbody>
</table>

Panel B: Assessment resampling errors

<table>
<thead>
<tr>
<th></th>
<th>CRVE</th>
<th>AKM</th>
<th>AKM0</th>
</tr>
</thead>
<tbody>
<tr>
<td>5% test</td>
<td>0.069</td>
<td>0.235</td>
<td>0.052</td>
</tr>
<tr>
<td>10% test</td>
<td>0.153</td>
<td>0.300</td>
<td>0.199</td>
</tr>
<tr>
<td>Weighted</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td># of clusters</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td># of observations</td>
<td>1444</td>
<td>411</td>
<td>20</td>
</tr>
<tr>
<td># of sectors</td>
<td>770</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td># of clusters of sectors</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
</tbody>
</table>

Notes: this table presents the assessment when we consider inference based on CRVE, AKM, and AKM0, for different applications. In Panel A, the assessment is based on random draws of iid standard normal shocks, while in Panel B it is based on random iid standard normal errors. Then we calculate either the rejection rate for a 5%- or 10%-level test. In column 1, we present the specification presented in column 1 of Table 5 from Adão et al. (2019), which is based on the application from Autor et al. (2013). In column 2, we present the same specification as in column 1, but with clusters for 2-digit industries. In columns 3 and 4 we present specifications 1 and 2 of Table 2 from Dix-Carneiro et al. (2018). In columns 5 and 6 we present specifications 4 and 6 of Table 2 from Acemoglu and Restrepo (2020). In columns 7 and 8 we present specifications 2 and 4 of Table 4 from Acemoglu and Restrepo (2020).
Table 2: Assessment for unweighted vs weighted OLS

<table>
<thead>
<tr>
<th></th>
<th>Trade liberalization</th>
<th>Exposure to robots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A: original data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1)$</td>
<td>0.060</td>
<td>0.100</td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1/M_i)$</td>
<td>0.053</td>
<td>0.059</td>
</tr>
<tr>
<td>$\epsilon \sim N(\hat{a} + \hat{b}/M_i)$</td>
<td>0.056</td>
<td>0.095</td>
</tr>
<tr>
<td>Panel B: duplicated data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1)$</td>
<td>0.052</td>
<td>0.074</td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1/M_i)$</td>
<td>0.053</td>
<td>0.051</td>
</tr>
<tr>
<td>$\epsilon \sim N(\hat{a} + \hat{b}/M_i)$</td>
<td>0.057</td>
<td>0.066</td>
</tr>
<tr>
<td>Panel C: quadruplicated data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1)$</td>
<td>0.053</td>
<td>0.061</td>
</tr>
<tr>
<td>$\epsilon \sim N(0, 1/M_i)$</td>
<td>0.053</td>
<td>0.049</td>
</tr>
<tr>
<td>$\epsilon \sim N(\hat{a} + \hat{b}/M_i)$</td>
<td>0.050</td>
<td>0.065</td>
</tr>
<tr>
<td>Weighted</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td># of clusters</td>
<td>91</td>
<td>48</td>
</tr>
<tr>
<td>(orig. data)</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of observations</td>
<td>411</td>
<td>722</td>
</tr>
<tr>
<td>(orig. data)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: this table presents the assessment for CRVE, using different distributions for the errors, for the specifications considered in columns 3 to 8 of Table 1. The first distribution is simple iid standard normal. The second one is a normal distribution with variance $1/M_i$, where $M_i$ is the weight of observation $i$. The third one is a normal with variance $\hat{a} + \hat{b}/M_i$, where $(\hat{a}, \hat{b})$ are the OLS estimator of $\epsilon_i^2$ on a constant and $1/M_i$. In panel B, we duplicate the data, and consider clusters for the original data and for the replication as independent. For example, in columns 1 and 2, this leads to a model with 182 clusters and 822 observations. In panel C, we quadruplicate the data.
<table>
<thead>
<tr>
<th># of schools</th>
<th>Without covariates</th>
<th>With covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>School cluster</td>
<td>Strata cluster</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>N = 12</td>
<td>0.231</td>
<td>0.102</td>
</tr>
<tr>
<td>N = 20</td>
<td>0.196</td>
<td>0.074</td>
</tr>
<tr>
<td>N = 40</td>
<td>0.179</td>
<td>0.067</td>
</tr>
<tr>
<td>N = 100</td>
<td>0.165</td>
<td>0.060</td>
</tr>
<tr>
<td>N = 400</td>
<td>0.154</td>
<td>0.051</td>
</tr>
<tr>
<td>N = 12</td>
<td>0.129</td>
<td>0.192</td>
</tr>
<tr>
<td>N = 20</td>
<td>0.118</td>
<td>0.126</td>
</tr>
<tr>
<td>N = 40</td>
<td>0.102</td>
<td>0.091</td>
</tr>
<tr>
<td>N = 100</td>
<td>0.090</td>
<td>0.063</td>
</tr>
<tr>
<td>N = 400</td>
<td>0.083</td>
<td>0.050</td>
</tr>
<tr>
<td>N = 12</td>
<td>0.109</td>
<td>0.305</td>
</tr>
<tr>
<td>N = 20</td>
<td>0.079</td>
<td>0.304</td>
</tr>
<tr>
<td>N = 40</td>
<td>0.057</td>
<td>0.302</td>
</tr>
<tr>
<td>N = 100</td>
<td>0.053</td>
<td>0.298</td>
</tr>
<tr>
<td>N = 400</td>
<td>0.050</td>
<td>0.298</td>
</tr>
</tbody>
</table>

Notes: this table presents the assessment of different inference methods in a stratified field experiment. We consider a 5% test. Treatment effect is estimated by OLS regression of the outcome variable on the treatment dummy and strata fixed effects for columns 1 and 2, and on the treatment dummy, strata fixed effects, and five school-level covariates in columns 3 and 4. Each line presents the assessment of the inference method for a given set \((N, S, G)\), where each school has ten observations. Columns 1 and 3 consider the CRVE at the school level (Stata command `areg` command with the `cluster(school)` option), while columns 2 and 4 consider the CRVE at the strata level (Stata command `xtreg` with the `fe` option). For each cell, we fixed the covariates, and generate 10,000 simulations for the outcome variable from an iid normal distribution. We present in the table the proportion of simulations such that the null would be rejected for a given inference method. Columns 3 and 4 are derived based on a single realization of the five school-level covariates.
Figure 1: **Assessment of AKM0 inference method - shift-share design**

**Figure 1.A:** assessment resampling shocks  
**Figure 1.B:** assessment resampling errors

Notes: This figure presents the CDFs of the p-values in the simulations using AKM0 for inference, for the application from Dix-Carneiro et al. (2018), presented in column 4 of Table 1. The dashed line is the CDF of an uniform $[0, 1]$ random variable. Figures A presents the CDF for the assessment resampling shocks, while Figure B presents the CDF of the assessment resampling errors.
Notes: This figure presents the pdf of the assessment for 100 different draws for the covariates. We calculate the assessment for the regression including fixed effects and covariates, with standard errors clustered at the strata level. For each of draw of the covariates, the assessment is calculated based on 10,000 simulations. We consider the scenarios $(N, S, G) = (40, 20, 2)$ and $(N, S, G) = (400, 200, 2)$.

Notes: This figure presents scatterplots of the assessment and the effective number of clusters proposed by Carter et al. (2017) for 100 different draws for the covariates. We present information for standard errors clustered at the strata level and at the school level. We consider the scenarios $(N, S, G) = (40, 20, 2)$ and $(N, S, G) = (400, 200, 2)$. 
A Online Appendix

A.1 Asymptotic validity of EHW se’s conditional on X

Consider the model

\[ y_i = x_i \beta + \epsilon_i, \]  \hspace{1cm} (2)

where \( y_i \) is an outcome, \( x_i \) is a 1 \( \times \) \( K \) vector of covariates, and \( \beta \) is the parameter of interest. We consider the asymptotic validity of EHW standard errors conditional on a fixed sequence \( \{x_i\}_{i \in \mathbb{N}} \). We consider the following assumptions.

Assumption A.1 \( \mathbb{E}[\epsilon_i | \{x_i\}_{i \in \mathbb{N}}] = 0 \), \( \text{var}(\epsilon_i | \{x_i\}_{i \in \mathbb{N}}) = \sigma^2(x_i) \), and \( \text{cov}(\epsilon_i, \epsilon_j | \{x_i\}_{i \in \mathbb{N}}) = 0 \) for \( i \neq j \).

Assumption A.2 \( \frac{1}{N} \sum_{i=1}^{N} x_i'x_i \rightarrow Q \), \( \frac{1}{N} \sum_{i=1}^{N} \sigma^2(x_i)x_i'x_i \rightarrow A \), \( \limsup \frac{1}{N} \sum_{i=1}^{N} \|x_i\|^4_2 < \infty \) and, for some \( \delta > 0 \), \( \limsup \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \|x_i'\epsilon_i\|^2_{2+\delta} | \{x_i\}_{i=1}^{N} \right] < \infty \), where \( Q \) and \( A \) are positive definite matrices.

Proposition A.1 Let \( \{y_i, x_i\}_{i=1}^{N} \) be defined by equation (2), and consider the distribution of \( t = (c' \widehat{\beta} - \beta) / \left( c' \text{var}(\beta) c \right)^{1/2} \) conditional on the sequence \( \{x_i\}_{i \in \mathbb{N}} \), where \( c \in \mathbb{R}^K \), \( \widehat{\beta} \) is the OLS estimator of \( y_i \) on \( x_i \), and \( \text{var}(\beta) \) is the EHW variance estimator of \( \widehat{\beta} \). Then, under Assumptions A.1 and A.2, \( Pr(t < a | \{x_i\}_{i \in \mathbb{N}}) \rightarrow \Phi(a) \) for all \( a \in \mathbb{R} \), where \( \Phi(a) \) is the CDF of a standard normal.

Proof.\\

Note that

\[ c' \widehat{\beta} = c' \beta + c'Q^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} x_i'\epsilon_i \right) + c' \left( \left( \frac{1}{N} \sum_{i=1}^{N} x_i'x_i \right)^{-1} - Q^{-1} \right) \left( \frac{1}{N} \sum_{i=1}^{N} x_i'\epsilon_i \right), \]  \hspace{1cm} (3)
From Assumptions A.1 and A.2, it follows that, conditional on \( \{x_i\}_{i=1}^N \), \( c' \hat{\beta} \rightarrow_p c' \beta \). Now we show that, conditional on \( \{x_i\}_{i=1}^N \),

\[
\frac{\sum_{i=1}^N c' x_i' \epsilon_i}{\left( \sum_{i=1}^N \sigma^2(x_i)c' x_i' x_i c \right)^{1/2}} \rightarrow_d N(0, 1),
\]

(4)

where \( \tilde{c} = c' Q \). Define \( s_i = \tilde{c}' x_i' \epsilon_i / \left( \sum_{i=1}^N \sigma^2(x_i)\tilde{c}' x_i' x_i \tilde{c} \right)^{1/2} \). Then we have that \( \sum_{i=1}^N \mathrm{E} |s_i| \rightarrow 0 \) and \( \sum_{i=1}^N \mathrm{E} s_i^2 \rightarrow 1 \). Therefore, we only need that \( \sum_{i=1}^N \mathrm{E} \left[ |s_i|^{2+\delta} \right] \rightarrow 0 \) to apply the Lyapunov CLT. Note that, from Assumptions A.1 and A.2,

\[
\sum_{i=1}^N \mathrm{E} \left[ |s_i|^{2+\delta} \right] = \frac{1}{N^{\delta/2}} \left( \frac{1}{N} \sum_{i=1}^N \sigma^2(x_i)\tilde{c}' x_i' x_i \tilde{c} \right)^{1+\delta/2} \rightarrow 0,
\]

(5)

implying that (4) holds.

Finally, we only need to show that, conditional on the sequence \( \{x_i\}_{i \in \mathbb{N}} \),

\[
\left( \frac{1}{N} \sum_{i=1}^N x_i' x_i \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^N (y_i - x_i \hat{\beta})^2 x_i' x_i \right) \left( \frac{1}{N} \sum_{i=1}^N x_i' x_i \right)^{-1} \rightarrow_p Q^{-1} A Q^{-1}.
\]

(6)

This follows from \( \hat{\beta} \rightarrow_p \beta \) and from Assumption A.2. Combining all results, we have that \( \Pr(t < a|\{x_i\}_{i \in \mathbb{N}}) \rightarrow \Phi(a) \) for all \( a \in \mathbb{R} \). □

If the CEF of \( y_i \) conditional on \( x_i \) is not linear, then we may not have \( \mathrm{E} \epsilon_i |\{x_i\}_{i \in \mathbb{N}} = 0 \) for all \( i \). In this case, we can consider inference either relative to \( \beta \) defined as the population OLS coefficient, or relative to \( \beta(\{x_i\}_{i=1}^N) \), defined based on the sample \( \{x_i\}_{i=1}^N \). The first parameter provides the best linear approximation to the CEF using the population distribution of \( x_i \) as weights, while the second one provides the best linear approximation to the CEF using the sample distribution of \( x_i \) as weights. See Abadie et al. (2014) for details. If we focus on the conditional parameter \( \beta(\{x_i\}_{i=1}^N) \), then a test based on the test statistic \( t \), conditional on \( \{x_i\}_{i=1}^N \), would be asymptotically conservative. If the focus is on \( \beta \), then conditional on \( \{x_i\}_{i=1}^N \),
\{x_i\}_{i \in \mathbb{N}}$, the asymptotic distribution of $t$ may not be $N(0, 1)$. In this case, the asymptotic distribution would be given by normal with variance smaller than one, and with a mean that depends on $\{x_i\}_{i \in \mathbb{N}}$. If we integrate over the distribution of $\{x_i\}_{i \in \mathbb{N}}$, then we would recover an asymptotic distribution that is standard normal. Overall, this does not invalidate the assessment in this setting. Note that Assumption A.1 is satisfied given the distribution on the errors assumed in the assessment. Therefore, considering the distribution of the error considered in the assessment, we should expect reliable inference conditional on $\{x_i\}_{i \in \mathbb{N}}$ if $N$ is large enough. If the assessment detects large distortions in this case, then this would be an important indication that inference based on EHW is unreliable, whether Assumption A.1 is valid or not. As an alternative, it is also possible to consider an assessment in which we consider simulations of $(y_i, x_i)$. In this case, the assessment would provide the size of an unconditional test with the chosen distribution considered for $(y_i, x_i)$.

### A.2 Simple example of comparison of means

#### A.2.1 Example

Consider a simple example of a regression of $y_i$ on a dummy variable $x_i$ with iid sampling. In this case, it is well known that the OLS estimator would be given by the difference in means

$$
\hat{\beta} = \frac{1}{N_1} \sum_{i \in I_1} y_i - \frac{1}{N_0} \sum_{i \in I_0} y_i,
$$

where $N_w (I_w)$ is the number (set) of observations with $x_i$ equal to $w \in \{0, 1\}$. Moreover, the variance of this estimator is given by $\text{var}(\hat{\beta}|X) = \frac{1}{N_1} \sigma^2_1 + \frac{1}{N_0} \sigma^2_0$, where $\sigma^2_w = \text{var}(\epsilon_i | x_i = w)$, for $w \in \{0, 1\}$. The EHW estimator for this variance is given by $\text{var}(\hat{\beta}|X) = \frac{1}{N_1} \hat{\sigma}^2_1 + \frac{1}{N_0} \hat{\sigma}^2_0$, where $\hat{\sigma}^2_w = \frac{1}{N_w} \sum_{i \in I_w} \hat{\epsilon}^2$. Therefore, a $t$-test based on such standard errors converges in distribution to a standard normal, providing asymptotically valid inference when both $N_1$ and $N_0$ goes to infinity.

Consider the example above in a setting with $N_1 = 5$ and $N_0 = 100$. If we consider an iid normal homoskedastic distribution for the errors, then the assessment would indicate a rejection rate of around 13% for a 5%-level test using EHW standard errors. If, however, $\sigma^2_0 = 100 \times \sigma^2_1$, then the assessment would be very close to 5%. This happens because, in this
case, most of the variability of the estimator would come from observations with $x_i = 0$, and we would have a relatively large sample with $x_i = 0$ observations to estimate its distribution. Alternatively, if $\sigma_1^2$ is 100 times larger, then the assessment would indicate a rejection rate greater than 13%. This simple example shows that considering a simpler case in which errors are normally distributed and homoskedastic would not generally provide a lower bound to the true size of an inference method.

Such dispersion in the assessment depending on the degree of heteroskedasticity occurs because $N_1$ is small (even though $N_1 + N_0$ is reasonably large), so the asymptotic theory that justifies EHW standard errors does not provide a good approximation in this setting. We show in Appendix A.2.2 that, assuming a normal distribution, the rejection rate for an $\alpha$ level test converges uniformly to $\alpha$ when $N_1, N_0 \to \infty$, irrespectively of $\sigma_1^2$ and $\sigma_0^2$. Therefore, in this example, one could also consider alternative distributions for the error, by changing the ratio $\sigma_1^2/\sigma_0^2$, and report the maximum of the different assessments. Given the uniform convergence, we should still expect that this maximum over different assessments is close to $\alpha$ if the asymptotic theory provides a good approximation. In this case, the assessment would provide a worst-case scenario for the asymptotic approximation assuming that errors are normally distributed. It would also be possible to consider the assessment relaxing the normal distribution for the errors. However, if we do not impose any restriction on such distributions, then we would always be able to find a distribution with heavy enough tails such that the rejection rate is much greater than $\alpha$ for any given $(N_1, N_0)$, as Bahadur and Savage (1956) show for a simpler case of inference concerning a population mean.

A.2.2 Uniform convergence

Let $y_i = x_i \beta + \epsilon_i$, where $x_i \in \{0, 1\}$, $\epsilon_i | x_i = w \sim N(0, \sigma^2_w)$ for $w \in \{0, 1\}$, and the sample $\{x_i, \epsilon_i\}_{i=1}^N$ is iid. Since $x_i$ in this case is a dummy variable, we have that the CEF is linear, so Assumption A.1 in Appendix Section A.1 holds. Therefore, we know that inference conditional on $\{x_i\}_{i=1}^N$ is asymptotically valid, provided that both the number of treated and
control observations diverge. We show that, in this case, under normality, the size of a test based on EHW standard errors converges to $\alpha$ uniformly in $\sigma_0^2$ and $\sigma_1^2$.

Let $N_w (I_w)$ be the number (set) of observations with $x_i$ equal to $w \in \{0, 1\}$. Under the null $\beta = 0$, the $t$-statistic using EHW standard errors is given by

$$t = \frac{\frac{1}{N_1} \sum_{i \in I_1} \epsilon_i - \frac{1}{N_0} \sum_{i \in I_0} \epsilon_i}{\sqrt{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2}} = \left( \frac{\frac{1}{N_1} \sum_{i \in I_1} \epsilon_i - \frac{1}{N_0} \sum_{i \in I_0} \epsilon_i}{\sqrt{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}} \right) \left( \sqrt{\frac{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2}} \right), \quad (7)$$

where $\hat{\sigma}_w^2 = \frac{1}{N_w} \sum_{i \in I_w} \epsilon_i^2$. Note that, conditional on $X$, $\frac{\hat{\sigma}_1^2 + \hat{\sigma}_0^2}{\sigma_1^2 + \sigma_0^2} \sim N(0, 1)$. Therefore, since $\frac{1}{N_w} \sum_{i \in I_w} \epsilon_i$ and $\hat{\sigma}_w^2$ are independent,

$$P(t \leq a | X) = P \left( \frac{\frac{1}{N_1} \sum_{i \in I_1} \epsilon_i - \frac{1}{N_0} \sum_{i \in I_0} \epsilon_i}{\sqrt{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}} \leq a \sqrt{\frac{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2}} \right) = \Phi \left( a \sqrt{\frac{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2}} \right). \quad (8)$$

We show that $\frac{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2} \rightarrow_p 1$ uniformly in $\sigma_1^2$ and $\sigma_0^2$. Note that

$$\frac{\frac{1}{N_1} \sigma_1^2 + \frac{1}{N_0} \sigma_0^2}{\frac{1}{N_1} \hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2} = \gamma \frac{\hat{\sigma}_1^2}{\sigma_1^2} + (1 - \gamma) \frac{\hat{\sigma}_0^2}{\sigma_0^2}, \quad \text{where} \quad \gamma = \frac{1}{1 + \frac{N_1}{N_0} \frac{\sigma_0^2}{\sigma_1^2}}. \quad (9)$$

We know that $\sum_{i \in I_w} \frac{\epsilon_i^2}{\sigma_w^2} | X \sim \chi_{N_w-1}^2$. Let $\eta_1 \sim \chi_{N_1-1}^2$ and $\eta_0 \sim \chi_{N_0-1}^2$, where $\eta_1$ and $\eta_0$ are independent. Then, for any $e > 0$,

$$P \left( \left| \frac{\hat{\sigma}_1^2}{\sigma_1^2} + (1 - \gamma) \frac{\hat{\sigma}_0^2}{\sigma_0^2} - 1 \right| > e | X \right) = P \left( \left| \gamma \left( \frac{\eta_1}{N_1} - 1 \right) + (1 - \gamma) \left( \frac{\eta_0}{N_0} - 1 \right) \right| > e \right) \quad (10)$$

$$\leq \frac{1}{e^2} \mathbb{E} \left[ \left( \gamma \left( \frac{\eta_1}{N_1} - 1 \right) + (1 - \gamma) \left( \frac{\eta_0}{N_0} - 1 \right) \right)^2 \right] \quad (11)$$

$$\leq \frac{1}{e^2} \mathbb{E} \left[ \left( \frac{\eta_1}{N_1} - 1 \right)^2 \right] + \frac{1}{e^2} \mathbb{E} \left[ \left( \frac{\eta_0}{N_0} - 1 \right)^2 \right] + 2 \mathbb{E} \left[ \left( \frac{\eta_1}{N_1} - 1 \right) \left( \frac{\eta_0}{N_0} - 1 \right) \right] = o(1), \quad (12)$$

$$53$$
where the last inequality comes from $\gamma \in [0, 1]$. Therefore, for any sequence $X$ such that $N_1$ and $N_0 \to \infty$, we have that $\frac{\hat{\sigma}_1^2 + \frac{1}{N_0} \hat{\sigma}_0^2}{\hat{\sigma}_1^2 + \frac{1}{N_0} \sigma_0^2} \to 1$ uniformly in $\sigma_1^2$ and $\sigma_0^2$. Since $\Phi(.)$ and $\sqrt{\cdot}$ are continuous functions, it follows that $P(t \leq a|X) \to \Phi(a)$ for any sequence $X$ such that $N_1, N_0 \to \infty$. Therefore, the assessment using EHW standard errors converge to $\alpha$ uniformly in $\sigma_1^2$ and $\sigma_0^2$.

A.3 Simple examples with alternative distributions for the errors

A.3.1 Assessment based on resampling residuals

We present a very simple example in which we construct the distribution for the errors by resampling with replacement the residuals. Suppose $Y_i$ is iid log-normal, with the mean normalized to zero. We consider testing the null hypothesis the the $E[Y_i] = 0$ with a t-test when $N = 20$. Based on simulations using this distribution, we find a rejection rate of 15% for a 5% test.

We consider the assessment resampling with replacement the residuals. We consider 5000 draws of $\{Y_i\}_{i=1}^{20}$, and for each draw we calculate the assessment based on 1000 draws from the estimated residuals. We find large variation in the assessment depending on the realization of the original sample, with the first percentile being at 5.9% and the 99 percentile at 35.9%. In 78% of the simulations, the assessment would be greater than 8%, suggesting that the inference method may be unreliable. Interestingly, however, the assessment would be less likely to indicate a rejection rate greater than 8% when the null would be rejected in the original data. When the null would not be rejected in the original data, we would have a 19% chance of having an assessment smaller than 8%, while this probability increases to 41% when then null was (incorrectly) rejected.

Therefore, suppose a researcher only considers the test if the assessment is close to 5% (say, if it is smaller than 8%). In this case, in 78% of the time the assessment would prevent the researcher from using an inference method that is unreliable. However, conditional on having an assessment close to 5%, the researcher would face a probability of rejecting the
null would be 29%, which is higher than the unconditional size of the test. Such distortion would not happen if the distribution of the errors used in the assessment were independent from the realization of the errors. However, the assessment using iid standard normal errors in this case would not detect a large problem in this setting.

A.3.2 Assessment based on sign changes

We consider now a very simple example in which the assessment would be misleading if we construct the distribution for the errors by multiplying the residuals by +1 and -1, as in a wild bootstrap. Let \( Y_i = \gamma + \beta D_i + \epsilon_i \), where \( D_i = 1 \) for \( i = 1 \), and \( D_i = 0 \) for \( i > 1 \). We want to assess whether EHW standard errors are reliable for inference. The assessment considering iid standard normal errors or resampling with replacement from the residuals would clearly indicate that EHW standard errors are unreliable in this case.

Now consider a distribution for the errors by multiplying the estimated residuals by -1 or +1 with equal probabilities. Note that \( \hat{e}_1 = 0 \) in this case, which implies that \( \hat{\beta}_b = -\frac{1}{N-1} \sum_{i\neq 1} g_i \hat{e}_i \). In this case, if the number of controls is large enough, then the assessment would be close to 5%. We would find similar results when the number of treated observations is greater than one, if the errors of the treated observations happen to be very similar (in this case, the residuals for the treated observations would be close to zero). If we consider the same strategy, but with residuals from the restricted regression, then we could have an assessment close to 5% if \( \hat{\beta} \approx 0 \).

A.3.3 Assessment based on sign changes - real application

We consider the use of the assessment based on sign changes using the specification from Acemoglu and Restrepo (2020) considered in column 4 of Table 2. If the errors were iid standard normal, we know from Table 2 that the true size of the test is 0.319. In this section, we assume that the true model is such that errors are iid standard normal. We then draw 1000 realizations of such errors, and for each draw, we calculate the assessment based
on sign changes. When we do not impose the null to estimate the residuals, the median assessment is 15% which is substantially lower than the true size of the test, and in 10% of the realizations the assessment would be smaller than 8%, failing to indicate substantial problems for inference. Moreover, there is a negative and statistically significant correlation between the assessment and the absolute value of the t-statistic of the original regression (corr=−0.418). When we impose the null to estimate the residuals, the assessment becomes larger (median=0.540), and there is a positive and statistically significant correlation between the assessment the absolute value of the t-statistic (corr=0.569). The results reinforce the idea that, in finite samples, an assessment using a distribution that is based on the estimated residuals may depend on the realization of the errors.

A.4 Shift-share designs conditional on shares and shocks

We consider the simpler case with no covariates to simplify the proofs, as Adão et al. (2019) consider in their Section 4.1. In this case, the researcher runs an OLS regression \( Y_i = \beta X_i + \epsilon_i \), where \( X_i = \sum_{s=1}^{S} w_{is} \mathcal{X}_s \). We assume throughout that \( \sum_{s=1}^{S} w_{is} \leq 1 \) for all \( i \). The main difference relative to the setting considered by Adão et al. (2019) is that we consider the properties of the estimator conditional on a sequence \( \{w_{is}\}_{i=1,s=1}^{N,S} \) and \( \{\mathcal{X}_s\}_{s=1}^{S} \).

We assume that the error term \( \epsilon_i \) is iid standard normal and that \( \beta = 0 \). The idea is to show that, under some technical conditions, the standard error proposed by Adão et al. (2019) is valid under the sample scheme considered in the assessment based on resampling iid standard normal errors. We consider the following assumptions on the sequences of shares and shocks.

**Assumption A.3**

(i) \( \max_s n_s / \sum_{t=1}^{S} n_t \to 0 \), where \( n_s = \sum_{i=1}^{N} w_{is} \), (ii) \( \frac{1}{N} \sum_{t,s=1}^{N} X_i^2 \to \lim \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{t,s} w_{is}^2 \mathcal{X}_s^2 \right) = Q > 0 \), (iii) \( \mathcal{X}_s \) is uniformly bounded.

Assumption A.3(i) is one of the main assumptions considered by Adão et al. (2019) for their asymptotic theory. It implies that the size of each sector, \( n_s \), becomes asymptotically
negligible. Assumption A.3(ii) resembles Assumption A.1(ii) from the online appendix of Adão et al. (2019). It is a regularity condition so that the shocks generate enough variation in $X_i$, and the denominator of $\hat{\beta}$, divided by $N$, does not converge to zero. Considering the distribution of shocks (that is, before we condition on the sequence of shares and shocks), the condition that $\frac{1}{N} \sum_{i=1}^{N} X_i^2 \rightarrow \lim \left( \frac{1}{N} \sum_i \sum_s w_{is} \mathcal{X}_s^2 \right)$ would be satisfied with probability one if $\mathcal{X}_s$ are independent with mean zero, under some technical conditions. Note that independence of shocks is another of the crucial assumptions for the inference methods proposed by Adão et al. (2019). The condition that these variable have mean zero is made for simplification, as Adão et al. (2019) do in their Section 4.1. Finally, the condition that $\mathcal{X}_s$ is uniformly bounded is made for ease of exposition.

Overall, Assumption A.3 impose conditions that we should expect to be satisfied in the framework considered by Adão et al. (2019), if we condition on $X_i$ instead of conditioning on potential outcomes. The advantage of conditioning on potential outcomes, as Adão et al. (2019) do, is that they do not impose any restriction on the spatial dependence of the errors. However, our goal here is different. We want to show that the inference method they propose remains asymptotically valid conditional on the sequences of shares and shocks, if we consider a simple iid normal distribution for the errors. The goal is to show that we should expect an assessment resampling errors close to be $\alpha$ if the conditions in Assumption A.3 are satisfied and provide a good approximation for the empirical application. If the assessment resampling errors is significantly larger than $\alpha$, then this would suggest that an asymptotic theory that relies on the number of sectors diverging and the size of each sector being asymptotically negligible does not provide a good approximation to the empirical application. It may also suggest that the assumption that shocks are independent is not valid. Therefore, even though the theory from Adão et al. (2019) is based on resampling shocks, the assessment resampling errors would still be informative in this case. The following proposition establish this result.

**Proposition A.2** Let $\hat{\beta} = \frac{\sum_{i=1}^{N} X_i Y_i}{\sum_{i=1}^{N} X_i^2}$, and $\hat{\sigma}_{AKM}^2 = \sum_{s=1}^{S} \mathcal{X}_s^2 \left( \sum_{i=1}^{N} w_{is} \epsilon_i \right)^2 / \left( \sum_{i=1}^{N} X_i^2 \right)^2$, and let $\mathcal{F}$ be the set of information from shares and shocks. Suppose Assumption A.3 holds,
and that $Y_i$ is iid $N(0,1)$. Then, conditional on $\mathcal{F}$, $t = \hat{\beta}/\hat{\sigma}_{\text{AKM}}$ converges in distribution to a standard normal random variable.

Proof.

We consider throughout the proof that $\mathbb{E}^*[\cdot]$ is the expectation conditional on $\mathcal{F}$. First, note that $\mathbb{E}^*[X_i \epsilon_i] = 0$ and $\text{var}^*[X_i \epsilon_i] = X_i^2$. Since $\epsilon_i | \mathcal{F} \sim N(0,1)$, we have that

$$
(\hat{\beta} | \mathcal{F}) = \left( \frac{\sum_i X_i \epsilon_i | \mathcal{F}}{\sum_i X_i^2} \right) \sim N \left( 0, \frac{1}{\sum_i X_i^2} \right),
$$

while the AKM variance estimator is given by

$$
\hat{\sigma}_{\text{AKM}}^2 = \frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{i=1}^N w_{is} \hat{\epsilon}_i \right)^2 \left( \frac{1}{N} \sum_{i=1}^N X_i^2 \right)^2.
$$

Now note that

$$
\frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{i=1}^N w_{is} \hat{\epsilon}_i \right)^2 = \frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{i=1}^N w_{is} \epsilon_i \right)^2 + \frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{j=1}^N w_{js} X_j (\beta - \hat{\beta}) \right) \left( \sum_{i=1}^N w_{is} \epsilon_i \right)
$$

$$
+ \frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{j=1}^N w_{js} X_j (\beta - \hat{\beta}) \right)^2.
$$

We show that the first term in the RHS of equation 16 converges in probability to $Q$, while the other two terms are $o_p(1)$. Note that

$$
\mathbb{E}^* \left[ \frac{1}{N} \sum_{s=1}^S \mathcal{X}_s^2 \left( \sum_{i=1}^N w_{is} \epsilon_i \right)^2 \right] = \mathbb{E}^* \left[ \frac{1}{N} \sum_{s=1}^S \sum_{i=1}^N \sum_{j=1}^N \mathcal{X}_s^2 w_{is} w_{js} \epsilon_i \epsilon_j \right]
$$

$$
= \frac{1}{N} \sum_{s=1}^S \sum_{i=1}^N \mathcal{X}_s^2 w_{is}^2.
$$
Moreover, we have that the
\[
\text{var}^* \left[ \frac{1}{N} \sum_{s=1}^{S} \mathcal{X}_s^2 \left( \sum_{i=1}^{N} w_{is} \epsilon_i \right)^2 \right] = \frac{1}{N^2} \sum_{i=1}^{N} \text{var}^* \left( \epsilon_i^2 \right) \left[ \sum_{s=1}^{S} \mathcal{X}_s^2 w_{is}^2 \right]^2 + \\
+ \frac{2}{N^2} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \text{var}^* (\epsilon_i) \text{var}^* (\epsilon_j) \left[ \sum_{s=1}^{S} \mathcal{X}_s^2 w_{is} w_{js} \right]^2
\]
\]
\[
\leq \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ \sum_{s=1}^{S} w_{is} w_{js} \right]^2 \leq \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{s=1}^{S} w_{is} w_{js}
\]
\[
= \frac{\sum_{s=1}^{S} n_s}{N^2} \leq \frac{\max_{s} n_s}{N} \to 0.
\]
\]

Therefore, we have that the first term converges in probability to \( Q \). Now note that the second term in the RHS of equation 16 is given by \((\beta - \hat{\beta}) \frac{1}{N} \sum_{s=1}^{S} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{X}_s^2 X_j \epsilon_i w_{is} w_{js} \), where \((\beta - \hat{\beta}) = o_p(1)\). Given that \( \mathcal{X}_s \) is bounded, for some constant \( K \),
\[
\text{var}^* \left( \frac{1}{N} \sum_{s=1}^{S} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{X}_s^2 X_j \epsilon_i w_{is} w_{js} \right) = \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{s=1}^{S} \sum_{j=1}^{N} \mathcal{X}_s^2 X_j w_{is} w_{js} \right)^2
\]
\[
\leq K \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{s=1}^{S} w_{is} \right)^2 = K \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{s=1}^{S} w_{is} \right)^2
\]
\[
= K \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{s=1}^{S} n_s \right) \leq K \frac{\max_{s} n_s}{N} \to 0.
\]

Therefore, \((\beta - \hat{\beta}) \frac{1}{N} \sum_{s=1}^{S} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathcal{X}_s^2 X_j \epsilon_i w_{is} w_{js} = o_p(1) O_p(1)\). Finally, for some other
constant $K$, the third term in the RHS of equation 16 is given by

$$
(\beta - \hat{\beta})^2 \frac{1}{N} \sum_{s=1}^{S} \sum_{j=1}^{N} w_{js}X_j \left( \sum_{i=1}^{N} w_{is}X_i \right)^2 = (\beta - \hat{\beta})^2 \frac{1}{N} \sum_{s=1}^{S} \sum_{j=1}^{N} \sum_{i=1}^{N} \chi_s^2 w_{js}w_{is}X_jX_i
$$

$$
\leq K \left( \sqrt{N(\beta - \hat{\beta})} \right)^2 \frac{1}{N^2} \sum_{s=1}^{S} \sum_{j=1}^{N} \sum_{i=1}^{N} w_{js}w_{is}
$$

$$
= K \left( \sqrt{N(\beta - \hat{\beta})} \right)^2 \frac{\sum_{s=1}^{S} n_s}{N^2}
$$

$$
\leq K \left( \sqrt{N(\beta - \hat{\beta})} \right)^2 \frac{\max_s n_s}{N} = O_p(1) o(1).
$$

Combining all these results, we have that

$$
\frac{1}{N} \sum_{s=1}^{S} \chi_s^2 \left( \sum_{i=1}^{N} w_{is}\hat{\epsilon}_i \right)^2 \rightarrow_p Q.
$$

Now consider

$$
t = \frac{\hat{\beta}}{\sigma_{AKM}} = \frac{\sqrt{N} \frac{1}{N} \sum_{i=1}^{N} X_i\epsilon_i}{\sqrt{\frac{1}{N} \sum_{s=1}^{S} \chi_s^2 \left( \sum_{i=1}^{N} w_{is}\hat{\epsilon}_i \right)^2}}.
$$

Conditional on $\mathcal{F}$, the numerator converges in distribution to a normal with mean zero and variance $Q$, while the denominator converges in probability to $\sqrt{Q}$. Therefore, conditional on $\mathcal{F}$, $t$ converges in distribution to a standard normal variable. ■

### A.5 Placebo evidence in shift-share designs

We consider the placebo exercise to evaluate the performance of CRVE in shift-share design applications. Following the idea from Adão et al. (2019), we consider placebo samples in which the outcome and the shares remain fixed, and we randomly draw placebo shifters. We show that this exercise can falsely detect spatial correlation problems in the errors when the shift-share variable has an effect different from zero.

Let $Y_i = \beta X_i + \epsilon_i$, where $X_i = \sum_{f=1}^{F} w_{if}X_f, w_{if} \geq 0$ for all $f$, and $\sum_{f=1}^{F} w_{if} = 1$. We consider a simplified version of the shift-share regression in order to point out that this exercise induces an over-rejection if there is a significant effect of the explanatory variable.
$X_i$ in the original model. Suppose observations $i = 1, ..., N$ are partitioned into equally-sized groups $\Lambda_1, ..., \Lambda_F$, with $w_{if} = 1$ if $i \in \Lambda_f$, and $w_{if} = 0$ otherwise. Assume also that $X_f \in \{0, 1\}$. This way, the model is similar to the one considered by Ferman (2019) in his Appendix A.4. We show that such placebo exercise would lead to over-rejection if $\beta \neq 0$, even if $\{\epsilon_i\}_{i=1}^N$ were originally drawn from a distribution in which the errors are independent. We assume for simplicity that $\sum_{f=1}^F X_f = F/2$, and consider random draws of $\tilde{X}_f$ such that $\sum_{f=1}^F \tilde{X}_f = F/2$.

Let $\hat{\delta}$ be the estimator of the placebo regression. Therefore, we have from Lemma 5 from Barrios et al. (2012) that $E\left[\hat{\delta} \mid \{Y_i\}_{i=1}^N\right] = 0$, and

$$\mathbb{V}_{\text{true}} \equiv \text{var}\left(\hat{\delta} \mid \{Y_i\}_{i=1}^N\right) = \frac{4}{F(F-2)} \sum_{f=1}^F \left(\beta \mathbb{1}\{f \in \mathcal{T}\} - \beta/2 + \bar{\epsilon}_f - \bar{\epsilon}\right)^2,$$  \hspace{1cm} (32)

where $\mathcal{T}$ is the set of sectors such that $X_f = 1$ (in the original data), $\bar{\epsilon}_f$ is the average of $\epsilon_i$ for $i \in \Lambda_f$, and $\bar{\epsilon}$ is the average across all $i$.

Likewise, if we consider CRVE at the observation level (not at the sector level), it would asymptotically recover

$$\mathbb{V}_{\text{CRVE}} = \frac{4}{N(N-2)} \sum_{i=1}^N \left(\beta \mathbb{1}\{i \in \Lambda_f \text{ such that } f \in \mathcal{T}\} - \beta/2 + \epsilon_j - \bar{\epsilon}\right)^2.$$  \hspace{1cm} (33)

Consider now a sequence in which $F \to \infty$, where we maintain the number of observations in each $\Lambda_f$ fixed, and that $\sum_{f=1}^F X_f = F/2$. Given the assumption that $\epsilon_i$ was drawn from a distribution in which errors are independent, and assuming that such distribution has finite fourth moments, we have that the sequence $\{\epsilon_i\}_{i \in \mathbb{N}}$ is such that, with probability one,

$$F \left(\mathbb{V}_{\text{true}} - \mathbb{V}_{\text{CRVE}}\right) = \beta^2 \left[\frac{F}{F-2} - \frac{F}{N-2}\right] + o(1).$$  \hspace{1cm} (34)

Therefore, except for the case in which $F/(N-2) \to 1$, which is a setting in which a correction for the spatial correlation such as the one considered by Adão et al. (2019)
would not be necessary, CRVE would asymptotically underestimate the variance of the true distribution of \( \hat{\delta} \) whenever \( \beta \neq 0 \). In this case, the placebo exercise would reveal over-rejection even if the underlying distribution of \( \epsilon_i \) did not exhibit spatial correlation.

### A.6 Appendix Tables

**Table A.1: Shift-share designs**

<table>
<thead>
<tr>
<th></th>
<th>China shock (1)</th>
<th>China shock (2)</th>
<th>Trade liberalization (3)</th>
<th>Trade liberalization (4)</th>
<th>Main effects (5)</th>
<th>Main effects (6)</th>
<th>Main effects (7)</th>
<th>Main effects (8)</th>
<th>Placebos (9)</th>
<th>Placebos (10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Estimate</strong></td>
<td>-0.489</td>
<td>-0.489</td>
<td>-1.976</td>
<td>-2.443</td>
<td>-0.516</td>
<td>-0.448</td>
<td>-0.217</td>
<td>0.006</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CRVE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.076</td>
<td>0.076</td>
<td>0.822</td>
<td>0.723</td>
<td>0.118</td>
<td>0.059</td>
<td>0.151</td>
<td>0.070</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
<td>0.016</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.152</td>
<td>0.930</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AKM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.164</td>
<td>0.148</td>
<td>0.311</td>
<td>0.112</td>
<td>0.053</td>
<td>0.030</td>
<td>0.070</td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.003</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.908</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AKM0</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error</td>
<td>0.139</td>
<td>0.166</td>
<td>0.873</td>
<td>1.366</td>
<td>0.226</td>
<td>0.221</td>
<td>0.106</td>
<td>0.056</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.003</td>
<td>0.024</td>
<td>0.074</td>
<td>0.022</td>
<td>0.043</td>
<td>0.041</td>
<td>0.912</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighted</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of clusters</td>
<td>48</td>
<td>48</td>
<td>91</td>
<td>91</td>
<td>48</td>
<td>48</td>
<td>48</td>
<td>48</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of observations</td>
<td>1444</td>
<td>1444</td>
<td>411</td>
<td>411</td>
<td>722</td>
<td>722</td>
<td>722</td>
<td>722</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of sectors</td>
<td>770</td>
<td>770</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of clusters of sectors</td>
<td>136</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: this table presents the estimates, standard errors, and p-values when we consider inference based on CRVE, AKM, and AKM0 for the applications considered in Table 1.